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Abstract. We consider the problem of power series analytic continuation by coefficients interpolation by
entire or meromorphic functions. We prove uniqueness of an interpolating function with some properties.
Also, under assumptions of Polya‘s theorem about extendability of the sum of power series to the whole
complex plane, except, possibly, some boundary arc, we find at least one singular point location.
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Consider a power series
F2) =) faz" (1)
n=0

whose domain of convergence is the unit disk D; := {z € C: |2| < 1}. One possible approach to
treat analytic continuation problem is to interpolate the coefficients of this power series.
The function ¢ interpolates the coefficients f,, of the power series (1), if

o(n) = f, forall neN. (2)

Following this approach many results were obtained in the case when the coefficients of the series
are interpolated by an analytic function (see for example [1, 2]).

In particular, Lindeldf and Le Roy gave the conditions for which the series extends analytically
into a sectorial domain:

Theorem 1 (Le Roy, Lindelof [3, 4]). The sum of the series (1) extends analytically to the open
sector C\ A, if there is an entire function ¢(C) of exponential type interpolating the coefficients
fn whose indicator function hy(0) satisfies the condition

ho(0) < o|sin6] for 0] < g
The indicator function h, () for an entire function ¢ is defined as the upper limit [5]

| i0
ho(0) = T LDl g

T—00 T
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A, is the sector {z =re?? € C: 0| <o}, 0 € [0, 7).
Pélya found conditions for analytic continuability of a series to the whole complex plane
except for some boundary arc :

Theorem 2 (Polya [6]). The series (1) extends analytically to C, except possibly the arc dD1 N
A,, if and only if there exists an entire function of exponential type p(() interpolating the
coefficients f, such that

hy(0) < o|sinf| for |6] < 7.

Note that despite the fact that an entire function interpolating the coefficients always exists, it
is sometimes easier to construct and work with meromorphic interpolating functions of a special
form than with entire functions (see [7]).

Let v P(a;C +b))
o j=11 a6 + b;

where ¢(() is an entire function, a; >0, j=1,...,p, and

p
E G,j —
j=1

(3)

q
Cr = 0. (4)
1

q p
=3kl >
k=1 j=1

Theorem 3. The series (1) extends analytically to the open sector C\ A, if there exists a mero-
morphic function ¥(C) of the form (3) interpolating the coefficients f,, such that the indicator
of the associated with ¥(() entire function

P

0(C) = ¢(¢) ==

HZ-H |Ck‘6kC

ajajc

1) he(0) =0, 2) max {h,( - g) + gz,%(g) + gz} <o.

Also note that all these results do not say anything about uniqueness of the interpolating
function. We can see that if the function ¢(z) is of exponential type and interpolates the
coefficients of a power series, then any function of the form ¢(z) + Asinnz is also of exponential
type and also interpolates the same coefficients. We will show that the properties of the indicator
of interpolating functions in these theorems ensure uniqueness of the interpolating functions.

Proposition 1. In each of Theorems 1, 2, 8 above, the interpolating function with the corre-
sponding property is unique.

Proof. We shall treat here the case of Theorem 2. (proofs for Theorems 1 and 3 are similar).
Let ¢(z) and g(z) be two entire functions of exponential type that interpolate the coefficients f,,
and both satisfing the condition

hg(0) < o|sinb| for |0] <,

Consider the function F(z) = ¢(z) — g(z), which is an analytic function of exponential type for
Rez>0and F(n) =0,n=0,1,... according to the Carlson theorem [§]:
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Theorem (Carlson). If the function is analytic and of finite exponential type o for Re z > 0
and F(n) =0,n=0,1,..., then either F(n) =0, or its exponential type o > m for Re z > 0.

So either F'(z) = 0 from which it follows that g(z) = ¢(z), or of exponential type o > 7 for
Re z > 0, that is, there is 6 € [-7, §] such that hp() > 7. According to the property of the
indicator

hi(0) < max{hy(6), he(0)}

and we obtain
max{hy(0),hy(0)} > m,

which contradicts the hypothesis of Theorem 2. Therefore, our assumption about the existence
of another interpolating function with properties that satisfy the conditions of the theorem is
not true. O

Proposition 2. Under the assumptions of Theorem 2, at least one of the boundary points
ethe(3) e=the(=3) js a singular point.

Proof. Note that Theorem 2 is satisfied when o > max{h,(%),ho(—%)}. The arc 9D1 N A,,
where the series may not continue, is minimal for o = max{hy (%), hy(—%)}. Assume that both
—iho(=3) are not singular for the sum of the series. This means that, there
is an open arc on the boundary 9D; \ A,,, where the sum of the series is regular and which

points e?*(3) and e

includes the arc 9D \ A,. Therefore, according to Theorem 2, there must exist an interpolating
function ¢ of exponential type for which the condition

hg(0) < o1|sinf| for |8 <=

is satisfied and, therefore, for which

™

T T T
max {ho(5)ho(—3) } < max{ho(5),ho(=3)
that is, another interpolating function must exist, which contradicts Proposition 1. O

The research is supported by a grant of the Russian Science Foundation (project no. 20-11-
20117)
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EaunncTBeHHOCTh MHTEPHOJIMPYIOMIE 11es10i pyHKITUun
C omnpe/ieJIeHHbIMHI CBONCTBAMU

Anexkcanap . MKpTusH

Cubupckuii demepasbHbIi YHUBEPCUTET

Kpacnosipck, Poccuiickas @eneparnus

WNucruryT MareMaTuku

HanponasibHast akageMust HayK PecnyOyimkun ApmeHunst
Epesan, Apmenus

Awnnoranusi. PaccmaTpuBaeTcss BOIpOC aHAJIMTHYECKONH MPOJOIZKIMOCTH CTEIIEHHBIX PSIIOB IIyTEM WH-
TEPIOJIANUN KOIDDUIMEHTOB HEeJbIMU Wan MepoMopdHbIMU (yHKIUIMEA. JloKa3biBaeTcst eInHCTBEeH-
HOCTH MHTepHoJupymoomeil GyHKuun ¢ onpezeseHHbIMu cBoiicrBamu. Takke B Teopeme [losma o mpo-
JOJIZKIMOCTH CYMMBI Psijia Ha BCIO KOMILIEKCHYIO IIJIOCKOCTB KpOM€ OBITH MOYXKET HEKOTOPOU TpaHUIHOMN
JIYTH HAXOJIUTCsI MECTOIOJIOXKEHHE 110 KpaiHeill Mepe O/HOM 0c000i TOYKH.

KirodyeBble ciioBa: cTeneHHbIE PAAbl, aHAJIATUIUCKOE IIPOJIOJI2KEHNE, THIUKATOD (byHKLU/ISL
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Recall that the permutation group G of the set F' (|F'| > k) is called ezactly k-transitive on
F if for any two ordered sets (a1, ..., o) and (B, ..., Bx) elements from F' such that o; # «;
and f3; # B; for i # j, there is exactly one element of the group G taking a; to ; (i =1, ..., k).

As C. Jordan [1] proved, in a finite sharply doubly transitive group T regular permutations
(moving each element of the set F') together with the identity substitution constitute an abelian
normal subgroup. Is Jordan’s theorem true for infinite groups in the general case is unknown (see,
for example, [2, questions 11.52, 12.48]). To particular solutions of this central question in the
theory of near-fields and near-domains [3] dozens of works by famous authors are devoted. We
especially note that in 2014 in [4,5] exactly doubly transitive groups without abelian normal sub-
groups were constructed, but only in characteristic 2. [6] and [7] constructed examples of exactly
2-transitive groups and simple exactly 2-transitive groups, respectively, that have characteristic
0 and do not contain non-trivial Abelian normal subgroups. And in 2008 [8] studied the question
for exactly 2-transitive groups of characteristic 3. For other characteristics the question remains
open. Sharply 2-transitive groups are closely related to algebraic structures such as near-fields,
near-areas, KT-fields (Kerby-Tits fields), projective planes, etc. (see [3, Ch. V], [9, chap. 20]).

We continue to investigate infinite exactly doubly transitive groups and related near-domains
[10,11]. In this paper, a number of conditions are found under which a group has an abelian
normal divisor (see [2, questions 11.52, 12.48]), and the corresponding near-domain [3] is a near-
field. All necessary definitions are given in Section 1. We only recall that the group G is saturated
with groups of some set of finite groups X if every finite subgroup of G is contained in a subgroup
of the group G isomorphic to some group from X.

Theorem 1. A sharply doubly transitive group T saturated with finite Frobenius groups of sub-
stitutions of the set F of odd characteristic has a reqular abelian normal subgroup and the near-
domain F(+,") is a near-field if at least one of the following conditions on the stabilizer T,, of
the point o € F' is satisfied:

1. Ty, is a Shunkov group;

2. Ty is a periodic group and T, does not contain conjugate dense subgroups;

*durakov@mail.ru
(© Siberian Federal University. All rights reserved
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3. Ty is (locally) a finite normal subgroup of order greater than 2;

4. Ty, contains a finite element a of prime odd order not equal to five.

Theorem 2. Let in a sharply triply transitive permutation group G odd characteristic the point
stabilizer have a regular abelian normal subgroup and each of its finite subgroups is contained in
a finite unsolvable subgroup of the group G. Then G is locally finite.

1. Results and concepts used

Let T be a sharply doubly transitive group of permutations of the set F. According to
M. Hall’s theorem [3], we assume that F' is a near-domain with operations of addition + and
multiplication -, and T is its affine transformation group  — a + bz (b # 0), and T, ~ F*(.) is
the stabilizer of the point o € F. Let T, be the stabilizer of the point o € F', J denote the set of
involutions of the group T'. For each involution k& € J by Ny we denote the set kJ = {kj | j € J}.
The result of a substitution action ¢ € T to an element (point) v € F' is denoted by v*. The
following statements are true.

1. (T,Ty,) is a Frobenius pair, i.e. T, NT. =1 for any t € T\ T,.

2. The group T contains involutions, and all involutions in T are conjugate. The set J\ T, is
nonempty and Ty, is transitive on J\ T,. Product of two different involutions from T is a regular
substitution, i.e. acting on F without fized points.

3. If T,y contains an involution j, then it is unique in Ty, T = T, N; and T acts by conjugation
on the set J of all its involutions exactly twice transitively. All products kv, where k,v € J,
k # v in the group T are conjugate and have the same either prime odd order p or infinite order.
In the first case Char T = p, in the second case CharT = 0 (if there are no involutions in T,,
then Char T = 2 by definition).

4. The following result was proved in [10] Let CharT = p > 2, b is strictly real with respect to
j is an element from T \T,, A= Cr(b) and V = Nr(A). Then:

1) the subgroup A is periodic, abelian, and is inverted by the involution j and is strongly
isolated in T';

2) the subgroup V acts exactly twice transitively on the orbit A = «®, moreover, A is an
elementary abelian regular normal subgroup of V., H = VNT, is a point stabilizer andV = ANH.
If in addition |ﬂweTu H*| > 2, then A is a regular abelian normal subgroup of T, and the near-
domain F(+,-) is a near-field.

A

The next proposition shows that the saturation condition by finite Frobenius groups partially
holds in an arbitrary exactly doubly transitive group of odd characteristic.

5. When CharT = p > 2, each dihedral subgroup of T is contained in a finite Frobenius subgroup
of T with kernel of order p and a cyclic complement of order p — 1.

Recall that (a,b)-finiteness condition in the group G means that a and b are its nontrivial
elements, and in the group G all subgroups (a,b®) (r € G) are finite. The elements a and b
are called generalized finite, and if a = b, then a is called a finite element in the group G. The
following proposition was proved in [11, Lemmas 1, 2 and Theorem]:

6. Let a sharply doubly transitive group T of characteristics CharT # 2 contain elements a,b
with (a,b)-finitness condition. Then
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1. If for any x € T the subgroup (a®) and (b) are not incident, then at least one of the elements
a,b belongs to the stabilizer of some point of the near-domain F;

2. If la] = |b| > 2, T has a regular abelian normal subgroup;

3. If |a| - |b| = 2k > 4, T has a regular abelian normal subgroup.

7 ( [12], Theorem 2). If the group T has is a finite element of order > 2, then T has a regular
abelian normal subgroup and the near-domain F' is a near-field.

8. If T contains a locally finite subgroup containing a reqular substitution and intersecting with
T by a mormal subgroup, consisting of more than two elements, then T has a reqular abelian
normal subgroup, and the near-domain F(+,-) is a near-field.

9. If CharT # 2, T contains a Frobenius group V with involution and the complement H =
V NT,, where T, is the stabilizer of the point o, and in H there is a normal in T, subgroup of
order > 2, then the group T has a regular abelian normal subgroup.

10. In the complement of a finite Frobenius group, each cyclic subgroup of prime order ¢ > 5 is
normal.

2. Proof of Theorem 1

Let the group T and the near-domain F' satisfy the conditions of Theorem 1. The set of
Frobenius subgroups of the group T containing finite subgroup L we denote by X(L). For
any Frobenius group M < T, we denote its kernel by Fj,, and the appropriate to the context
complement by Hp;. The notation L < Hj; often used in what follows for the subgroup L <
M € X(L) means that L is contained in some complement H); group M.

Remark. [t is well known that a near-domain F(+,-) is a near-field if and only if T has a
reqular abelian normal subgroup. Therefore, to prove Theorem 1 it suffices to prove the existence
in the infinite group T of a regular abelian normal subgroup.

Lemma 1. We can assume that CharT # 3.

Proof. In the case of Char T" = 3, the group T has a regular abelian normal subgroup and without
the additional saturation condition (see, for example, [13, Lemma 2.7|. The lemma is proved. O

Lemma 2. When T, has a finite element of prime order q > 5, the theorem is true.

Proof. Let Char T = p > 3, j be an involution from T, and a is a finite in T, element of prime
order ¢ > 5. Choose an arbitrary element ¢ € T,,. Due to the finiteness of the element a and item
3, the subgroup L; = (a, a’, j) is finite, and L; < M € X(K). In view of item 1 and properties of
finite Frobenius groups M NT, < Hy;, Fyy NT, =1 and F)y is an elementary abelian p-group,
consisting of all products jk, where k € J N M. According to the structure of complements in
finite Frobenius groups L; = (a,a’) = {(a). Since the element ¢t € T, is arbitrary, we conclude
that the subgroup (a) is normal in T,. Therefore, the subgroup L = (a,j) is contained in the
complement of a finite Frobenius group M?* € X(A) for any x € T, and the set-theoretic union
of the kernels of all such groups (for z € T, ), contains the set N;. From this and the equality
T = T,N; (item 3) it follows that all subgroups Ly = (a,a%) are finite for any g € T, and by
item 6 T possesses a regular abelian normal subgroup. The lemma is proved.

O
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Lemma 3. If T, is a Shunkov group and CharT # 2, then T, has a local finite periodic part
and the subgroup 1 (T,,) generated by all elements of prime orders from Ty, is a group of one of
the following types: 1) a (locally) cyclic group; Q1(Ty) = C x L, where C is a (locally) cyclic
{2,3} -group, and L ~ SL5(3); 8) Q1 (T,) = X L, where C is a (locally) cyclic {2,3,5} -group,
L ~ SLy(5). In any case, in Ty, is a finite normal subgroup of order greater than 2.

Proof. By virtue of the saturation condition and the condition Char T # 2, each finite subgroup
K of T, is contained in the complement of a finite Frobenius group M € X(K), and according
to the proposition [14, Proposition 11], its subgroup Q;(K) has the structure indicated in the
lemma. By [12, Theorem 1|, the same structure has the subgroup Q4(T,), and T, possesses a
local finite periodic part, we denote it by S. If S is not a 2-group, then Q (T,,) obviously contains
a finite normal subgroup in 7, of order, greater 2. If S is a 2-group, then by [15, Theorem 2] it
is either a quasicyclic group, either locally quaternionic and also contains a finite normal in T,
subgroup of order 2" for any n > 1. The lemma is proved. O

Lemma 4. The theorem is true if T, contains a finite normal subgroup L, |L| > 2.

Proof. Since the involution of j in T}, is unique, we can assume that j € L. By the saturation
condition M € X(L), and the subgroup M NT, is strongly isolated in M. Therefore, the subgroup
L is the complement of some finite Frobenius group M € X(L). From the normality of L in T, it
follows that M* € X(L) and Hy; = L. Hence it follows that the set-theoretic union of the kernels
of all such groups (for ¢ € T,,), contains the set N;. Let a be an element of order greater than
2 from L (since |L| > 2, such an element exists by virtue of item 3). It follows from what has
been proved that all subgroups L, = (a,a%) are finite for any g € T, and by item 6 T possesses
a regular abelian normal subgroup. The lemma is proved. O

Lemma 5. When T, contains a finite element a of order 3, the theorem is also true.

Proof. As in Lemma 2, we prove that for any ¢ € T, the finite subgroup L; = {a, a®) is contained
in the complement of a finite Frobenius group M from X(L). As in Lemma 3, we conclude that
either L; = (a), or L, is isomorphic to one of the groups SL2(3), SL2(5). By the main theorem
in [16], the normal closure L = (a’=) of a in T, is locally finite. As follows from the proof of
Lemma 3 either L = (a), or L is isomorphic to one of the groups SLy(3), SL2(5). By Lemma 4,
the theorem is true. The lemma is proved. ]

A proper subgroup H of a group G is called conjugate dense, if H has a non-empty intersection
with every conjugacy class in G elements.

Lemma 6. The theorem is true when T is a periodic group and T, has no conjugate dense
subgroups.

Proof. By item 3, T, has a unique involution j, therefore, for an arbitrary element a of finite
order from T, the subgroup L = (a,j) is finite. By the saturation condition L < M € X(L),
and we can assume that Hy; = L, Fiy C N;. By item 4, for any non-identity element b € Nj,
the subgroup A = Cp(b) is periodic, contained in NN; and strongly isolated in T, in this case,
Nr(A) = AXN H, where H = T, N Np(A). Since in view of items 2, 3 T, acts transitively by
conjugation on the set N;, Fy, < A for some z € T,,. This implies that a® € H and H is the
conjugate dense subgroup of the group T,. According to the conditions of the lemma, H = T,
by item 3, A = IV;, and the lemma is proved. O

We now complete the proof of the theorem. The first statement of the theorem follows from
Lemmas 3, 4. Statement 2 is proved in Lemma 6. Statement 3 of Theorem coincides with
Lemma 4. Statement 4 follows from Lemmas 2 and 5. The theorem is proved.
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3. Proof of Theorem 2

Let G be an infinite sharply triply transitive permutation group of X = F U {oo} and satisfy
the conditions of Theorem 2. As in [17], by B we denote the stabilizer G, of the point o € X
and by H the stabilizer G, g = Go N Gg of two points a = oo € X, f € F. Let also J be the
set of involutions of the group G, and J,,, be the set of involutions stabilizing exactly m points,
m=0,1,2.

Proof of the theorem. By Lemma 1 B = U X\ H is a Frobenius group, H contains an involution
zand N = Ng(H) = HX (v), where v € J. For b € U¥ there is an element a € H of order p— 1
such that (a,b) = (b) X (a) is a sharply twice transitive group of order p(p — 1). Let S be an
arbitrary finite subgroup from U containing an arbitrary element ¢ from U\ (b) and K = (b, S, a).
The subgroup K is obviously finite and by the saturation condition K < M, where M is a finite
unsolvable group. Let L = L(M) be the layer of the group M [18, Proposition 1.4, p. 53]. It
is clear that Z(L) = 1 and since the 2-rank of the group G is 2, then L is a simple group. By
virtue of Lemma 6 [17] L is isomorphic to Ls(p™) and P = U N L is a Sylow p-subgroup of the
group L. As known, all cyclic subgroups of P are conjugate in the subgroup Nz (P), and P#
splits into two conjugate classes. Since (a,b) < M and (a) acts transitively to (b)#, obviously
IM : L| = 2 and M ~ PGLy(p"). The subgroup Ny (P) acts transitively on P#, therefore
¢ = b" for some h € H N M. Since the element ¢ € P# we conclude that H is a periodic group.
By [19, Theorem 2], the group G is locally finite. The theorem is proved. O
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O TouHO ABazKIbl TPAH3UTUBHLBIX I'PDYIIIIaX C YCJIOBUAMMN
HaCBbIIIEHHOCTN

Amnaronunii . CozyToB
Esrennii B. /lypakoB

Cubupckuii pesiepabHbIi yHUBEPCUTET
Kpacnosipck, Poccuiickas @eneparnus

AHHOTaI_[I/ISI. Haﬁ,ueH P yCHOBHﬁ, IPpU KOTOPBIX TOYHO JABaK/Ibl TPAH3UTUBHAaA I'PYIIIIa II0JCTAaHOBOK

obnagaeT abesIeBbIM HOPMAJIBHBIM JIE€JTUTEIEM.

KuroueBrie ciioBa: TOYHO IBaKIbl TPAH3UTHUBHAsA I'pymna, rpynmnsl PpobeHnyca, yCaoBUE HACHIIIEH-

HOCTH, KOHEYHbIC 1 O606meHHO KOHEYHBbIC 9JIEMEHTEHI.
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Abstract. The inverse problem of determining coefficient before the lower term of the hyperbolic
equation of the second order is considered. The coefficient depends on time and n spatial variables. It
is supposed that this coefficient is continuous with respect to variables ¢,z and it is analytic in other
spatial variables. The problem is reduced to the equivalent integro-differential equations with respect
to unknown functions. To solve this equations the scale method of Banach spaces of analytic functions
is applied. The local existence and global uniqueness results are proven. The stability estimate is also
obtained.
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1. Introduction and problem formulation

The inverse problem of determining coefficient a(t,z,y), t € R, (z,y) = (z,y1,...,Ym) €
R!'*™_ before the lower term of the hyperbolic equation is studied in this paper. The problem
is considered in the class of coefficients that are continuous with respect to variables ¢,z and
it is analytic in variable y. It is known that such problems are referred to as multidimensional
inverse problems. For multidimensional inverse problems there are only special cases for which
solvability is established. One of such classes of functions in which local solvability takes place is
the class of analytic functions. The technique used here is based on the scale method of Banach
spaces of analytic functions developed by L.V.Ovsyannikov [1,2] and L. Nirenberg [3]. This
method was first applied to the problem of solvability of multidimensional inverse problems by
V. G. Romanov [4-6].
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This method was used to study multidimensional inverse problems of determining the con-
volution kernel in parabolic and hyperbolic integro-differential equations of the second order;
theorems of local unique solvability of inverse problems in the class of functions with finite
smoothness with respect to time variable and analytic with respect to spatial [7-13]. variables.
This paper generalizes the results given in [4] (Sec. 3) for the case of non-stationary potential.

Let us consider the problem of determining a pair of functions u and a that satisfy the
following equations

Ut — Ugy — ANu — a(t, z,y)u = g(y)d(x)d (t —to), (t,z,y) € R2t™ ¢, >0, (1)

u|t<05 0, (2)

where A is the Laplace operator with respect to variables (y1, ..., ¥m) =y, d(-) is the Dirac delta
function, ¢(+) is the derivative of the Dirac delta function, ¢y is a problem parameter. Therefore
u=u(t,z,y,tp), and g(y) is a given smooth function so that g(y) # 0 for y € R™.

It is required to find potential a(z,t,y) in (1) if the solution of problem (1)—(3) is known for
x =0, i.e., the condition

U(t,o,y,to) = f(tayatﬂ)a t> 07 tO >0 (3)

is given.

Following monograph [4, sec. 3|, we consider the Banach space As(r) s > 0 of functions ¢(y),
y € R™ which are analytic in the neighbourhood of the origin and they satisfy the following
relation

||
s
[lls(r) := sup Z [ D%p(y)] < oo.
|y\<r‘a| -0 !
Here r > 0, s > 0 and
N olel
D = W’ o = (O[l,...,Oém)7
.
laf := a1 4+ -+ am, al = (a)!... (am)!.

In what follows, parameter r is fixed while parameter s is variable. Then, it is formed a scale
of Banach spaces A4(r), s > 0 of analytic functions. The following property is obvious: if
o(y) € As(r) then ¢(y) € Ay (r) for all s’ € (0,s). Consequently, As(r) C Ay (r) if s € (0,s)
and the following inequality is valid

Do, < o, Lela0)
s (s—s’)‘al

for any a with constant ¢, which depends only on a.
Solution of problem (1), (2) is considered in the form

1
7g(y)5(t - tO - ‘ID + v(t7x7yat0)'

u(t7x7yat0) = 9

Substituting this expression into (1) and taking into account that (1/2)g(y)d(t —to — |x|) satisfies

(in a general meaning) equation uy — Uz, = g(y)d(2)d’ (¢t — to), we obtain the following problem
for function v:
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1
Vgt — Vgg = DV + §Ag(y)6(t —to — |z])+
(4)

1
+ a(t,.’b,y) ig(y)(s(t - tO - |LE|) +’U(t’x7yvt0) ) (t7x7y) € R2+m7 tO > 07

v |t<0= 0. ®)

In the next section inverse problem (4), (5) and (2) is replaced with the equivalent integro-
differential equations. In what follows, we assume that function a is even in x.

2. Reduction of the problem to integro-differential
equations

According to the d’Alembert formula the solution of problem (4)—(5) satisfies the integral
equation

oltpnte) = 5 [[{ B0t €m o)+ 5200050 — 10 - 16D+
A(t,x) (6)

1
+Q(T,f,y) |:29(y)5(7— - tO - |£|) +’U(Ta£vyvt0):| }déd’r, (taxay) € R2+ma tO > 07
where
A(If,l‘):{(T,f)‘ 0<T<t—|l‘—§|, $—t<§<$+t}
Let
QT = {(t7t0)| 0 < tO < t < T}; T > 07
Or = {(t,2)] 0 < Ja| <t < T — o},

Tr:= {(t,x,to)

Domain Y7 in the space of variables x, t, ty is the pyramid with the base (7 and vertex
(0,7,7).
It follows from (6) that function v(t,x,y, o) satisfies the integral equation

[+t <t < T — o], 0<to <t < T

z+(t—tg)
otpto) = 22 )+ L [t +lel gy
st )

+% // [AU(77£7ya tO) + a(T,@y)v(T,@y’to)] de§7 (t7x7t0) € TT’ ye Rm’

a(t,z,to)

where 0(t) =1, t > 0, 6(t) =0, ¢t <0, and O(z,¢,ty) is domain in the form of a rectangle in
the plane of variables (7, £) for each fixed ¢ formed by characteristics passing through the points
(0,t9) and (x,t) of the differential operator 92/9t? — 92 /0x?

r—(t—t r+t—t
< <tlomg) T2 g ¥t

O(z, t,to) := {(5,7)

70<1§0<1§}.

Obviously, the equalities f(¢,y,t0) = u(t,0,y,t0) = v(t,0,y,t0), t > to are true. Besides,
f(tO + anvtO) = U(ta 0?y7t0)|t:t0+02 0.
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First note that if a(t, —z,y) = a(t, x, y) then v(t, —x,y,t9) = v(t, x,y,to). Taking the deriva-
tive with respect to t of the both sides of equation (7), we obtain

,Ut(tvxvyvto) =
_Dgly)  9y) [ (rtttte x4ttt —x4t+ty x—t+to
R U R A U R S
J:+(t2—tQ)
1
+§ / [A’U(t_|$_£|’£5y7t0)+a(t_|$_£|a§7y)v(t_|$_£|7§5y7t0)]d€7
z—(t—tg)

2

(t,z,t0) € Tp, y € R™.

Setting z = 0 in this relation and using evenness of functions a(t, z,y), v(t,x,y,to) with respect
to x, we obtain the equality

_Agly) | gly) (t—to t+to
ft(t7y7t0)_ 9 + 4 a 2 ) 2 Y +

t—tg

+/O i [Av(t_§7§7yat0)+a’(t_€7§ay)v(t_fvgvyatO)]dga (tvtO) eQTv yERm

Substituting |x| for (¢t —1¢)/2 and t for (t+to)/2 and solving with respect to a(t, z,y), we rewrite
this equation in the form

_289) 4 x — |z _ . v x| — — |z
aftzy) =20 (ol = o) = s [ Ao+ el €6yt e+

Falt+lz)— & &y v+ |z —& &y t— |m|)}d§7 (t,z) € Qp, y € R™,

Thus, in order to find the value of function a at the point (¢, x,y) it is necessary to integrate
function a(t,z,y) itself over the segment with boundaries (¢ + |z|,0, y, 0), (¢, |z|, y, 0) and
function v(t, x,y,to) over the segment with boundaries (¢ + |z|,0,y, t — |z|), (¢, |z|,y, t — |z|)
which belong to domain T, x R™.

Note that function v, even with respect to = 0, satisfies the condition dv/9z|,—o. Taking
into account this fact and considering equations (4), (5), (3) for v in the domain > 0, we obtain

v 0%

ﬁ—w—Av—a(t,x,y)vzo,O<x<t—t0, yeR™,
dv m

o) _o=fltyte), -] =0,0<t—t<T, yeR
or|,_,

. Then in accordance with the d’Alembert formula which gives the Cauchy problem solution
with an initial data at x = 0 we find

otato) =wltmte) + 5 [[ [Bo@en) valmenomen i ©
AN (t,x)
where 1
vo(t, z,y,t0) = B} [f(t+m,y,t0) + f(t — 7,9,%0)]
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AN(tz)={(r&|0<é<z|r—t|<zx—¢}, O<z<t—to<T—z, yeR™
Considering (8) for x > 0, we have
a’(tax7y) zao(t,x,y)—
v (10)
77/ [Av(thxf{,g,y,tfx)+a(t+xf§,§,y)v(t+xff,f,y,tfz)}df,
0

4 2
a tamay :7.](. t+xay7t_x +
olte) =gy I )

, 0<e<t<T -2, yeR™.

The system of equations (9), (10) is a closed integro-differential equations for functions a, v.
Note that operator A for function v appears in the system only under the integral sign.
Next we consider system (9), (10) in domain

Dr =YL xR™, Yh={(tx,t) 0<x+to<t<T—1z}.

3. The main results and proofs

Let Ciy ) (Y73 As,) denote the class of functions with values in Ay, (sg > 0) which are
continuous with respect to variables (¢, x,%p) in domain Y/.. For fixed (¢, x,%¢) the norm of func-
tion v(t, x,y,to) in A, is denoted by ||v||s, (£, 2, t0). The norm of function v in C(; 4,40 (Y73 Asy)
is defined by the equality

||v‘|c(tvmvt0)(T,T;A50) = (t@’sttl)i’r% [v]lso (8, 2, t0)-

Let C ) (Gr; As,) be a class of functions with values in A, which are continuous with
respect to variables (¢,z) in domain Gp = {(¢t,z)| 0 < x <t < T — z}. For fixed (¢,x) the norm
of function a(t,z,y) in Ay, is denoted by ||al|s,(,2). The norm of function a in Cy ,) (Gr; As,)
is defined as

lalle,, . (Gr:an) = Lo lallso (£, 7).

Let us also denote the class of functions with values in A, which are continuous with respect
to t, to in domain Q7 by C (Qr; As,).

Theorem 3.1. Let f (+to,y,t0) =0, |g(y)| = go > 0, go is a known number and

{ 1 Agy)

9y) gy

} € Aui {f(ty.to), filtiy,t)} € C(Qrs Au),

} R
<7

2
So

are valid for some fized s9 > 0, R. Then there is such a number b € (0,7/(2s0)),
b = b(so,R,T) that for each s € (0,s0) in domain Dr N {(t,z,y,t0) : 0 <z +to < b(so— )}
there exists the unique solution of equations (9), (10) and v(t,z,y,t0) € Ctar) (Por; Aso) s

i addition, the relations

max{2 HAQ(Z’)

4fi(t,y,to)
9(v)

,  max t,y,t ,
so (Bto)E€QT 17y O)HSO (t;t0)€QT

9(y)
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a(t,z,y) € Cu ) (Ker; Asy), where Pop = Yo N {(t,2,t0) : 0 <z +to <b(sog—8)}, Kep =
GrN{(t,z,t0) : 0 <z +tyg <b(so—s)}, moreover

||’U - UOHS (t71‘7t0) < Ra (t71‘7t0) S PsTa

la = aoll, (¢,2) <

y (t,.’IJ) S K5T~

Proof. Under the conditions of Theorem 1 we have
v0 € Clrato) (T3 Asy), a0 € Cruwy (Gr; Asy)

llvolls(t, @, t0) < R, (t,x,t0) € Yoy aolls(t,z) < R, (t,x) € Gy, 0< s < sq.
Let b,, be the member of the monotone decreasing sequence that is defined by the equalities
bpt1 = b—", n=0,1,2,....
1+1/(n+1)2
Let

b= lim b, = by [Ta+ym+1?).

n=0

The number by € (0,7'/(2s)) is chosen in an appropriate way. For the system of equations (9),
(10) the process of successive approximations is constructed according to the following scheme

Un—l—l(tv x,Y, tO) = UO(tv x,Yy, t0)+

1
+ 5 // [Avn (Ta§7y7t0) +an (Tagay)vn (T7§7yat0):| degv 0 g x g t _tO < T — x,
A (t,x)

a’n+1(ta$?y) = ao(t,l',y)—
4 T
[, A _ _ _ _ B
g(y)/o [Bva b+ 7= 6yt —a) +anlt +2 = EEYalt+7— 6t — )| dg,

0<e<<t<T — 2.

Function s, () is defined by the formula

n
sh(x) = w, v (x) =59 — x (11)
2 bn
Let us introduce the following notations: p, = vp41 — Uy, ¢ = Gpa1 —an, n =0, 1, 2,.... Then

Pn, qn satisfy the relations

pO(t7I7yvt0) = % // [AUO (Ta€7yat0) +ao (Ta€7y) Vo (TagvyatO)}defa (t,ll?,y,lfo) € DTa
A (t,x)
Q()(t,l',y) = _i/w {AUO (t+CE _fagvyat_x)—i_
9() Jo
+ap(t+x—&&y)vo(t+x —E,g,y,t—x)}df, (t,z,y) € Gpr x R™;
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Pry1(t,z,y,t0) = / Apn (7,&,y,t0)+

+ an (Tagvy) vn+1(7—7£a y,to) +an (Tvgay) Pn (Tvguy»tO) }dega (t»%yﬂfo) € DTa

4 x

N A n T 66 Yt T

g(y)/o { pn(t+o—&.&y,t —x)+
—l—qn(t—l—x—E,g,y)vnﬂ(t—l-x—f,g,y,t—x)—|—an(t+ﬂc—§,£,y)pn(t+x—§,€,y,t—x)}d§,

(t,z,y) € Gpr x R™.

qn-‘rl(ta z, y) = -

Let us show that by € <O, ) can be chosen so that the following inequalities be valid for

50
alln=0,1,2,--:
v'(z) —s v (z) — s)?
An = max{ sup {Hpnns(t,x,to)()} sup {Ilqnlls(t,:c)(())]} < oo, (12)
(tw,s)EF, € (t,xz,s)EFy, T
o R
o1 = volls (8,2, t0) < Ry llan+1 = aolls(t,2) < =, (13)
where

Fn:{(t,x,to,sﬂ (t,x,to) € Xy 0Lz +tg <bp(so—s), 0<s<so},
F,={(t,z,s)| (t,z) € Gr, 0 <z <by(sop—s), 0<s<sp}.

Indeed, using the relations for p,,, ¢,, one can find

1pol(t, 2, 0) < // | Avolls (€, to) + llaolls (7€) ool (7, &, to) | drde <

A (t,z)

// [ 7 | drde.

A (t,z)

Here ¢ is a positive constant such that

||Av0|5<co(”/0”5)2, sh>s5>0,n=0,1,2,.
s —

n

. It is easy to check that ¢y = 4m.

Taking function s},(£) from (11) for n = 0, we have

1 “ 4RCO
ool o) < 5 [0 = 9| gy g + 2 <

9 T (x—8&)d
R[4CO+SOR}/O Wg

€T ~
b()R [400 + S(Q)R] m, (t,.’L',S) € Fo.

N~ N~
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In a similar way we obtain
r 4RCO 2
s(t,r) <4 ——————— + R°| d¢ <
loll(t0) < o [ | g 72

<4goR (4c0 + S(Q)R) (t,x,s) € Fp.

_r
(v0(x) = 5)*’
These estimates imply that inequality (12) is valid for n = 0. Moreover,we find

L AoT Aobi ~
- s ta 7t = s ta at < < = boA s t, ,t s e I} y
|01 = Dolls(t, z,t0) = [lpolls(t, z, to) 0(x) —s S 1— by /bo oo, (t, @, to,5) 1

)\ol‘ 4b0 )\0

llar — aol|s(t, ) = ||aglls(t, z) < ((2) —5)? < , (t,x,s8) € F.

So— S

Choosing by so that 4bgAg < R, one can conclude that inequalities (13) are satisfied for n = 0.

By way of induction, one can show that inequalities (12) and (13) are also valid for other
values of n if by is chosen suitably. Let us assume that inequalities (12) and (13) hold for
n=0,1,2,...,4. Then (t,,t0,s) € Fi+1 and we have

[pia (8.2 t0) // 1Al (.. 10) +

A (t,x)
Fllaills (7,8 visrlls (7. €, to) + llaills (7,€) [pills (7. €, to) }de£ <
N// G TR A T e G R er N
Ai ‘ —§)€dg
< E (460 + 3Rsg +RS(2))/O (I/(f"l(f))—s):a <
Ai
< 508 (4co +3Rso + Rs}) #w)_s

Here function s} is defined by equality (11) with n = ¢ and the inequalities

14 s
Sgp— S

||UiHs(t,$L’,t0) < 2R, HaiHS(tvx) SR

are used. The latter is valid by the induction hypothesis together with the obvious inequalities
b; < by and vt (z) < vi(z). Similar arguments for ;11 lead to inequalities

| ) @ coNiE 2RNE  NR(1+50)€
o s0:9) < a0 | {<s;<g>s>2<w‘<s>s> RS ErI G

‘ £dg
< 4Xigo [4 G — = <
Aigo [ co—i—SRsO—i—Rso] /0 i(g) —5)3

T

< 4X\;90bo [460 + 3RS% + RSO] (t, x, S) e Fiy.

The obtained estimates yield

Air1 S AP, Aipr < 00,
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1
p = bp max [2 (460 + 3Rsg + RS%) ;490 (460 + 3R88 + RSO):| .

Moreover, we have

1+1 +1 1+1

~ )\nx Anbi+2
2 ll(,:10) € 3 It to) < 3 o™ <32 2 <
i+1 i+1
< Z)\nbn(n—i—l) )\obOZp (n+1)2, (t,x,ty,s) € Fi+2,
= n=0
i+l it1 Ay | it Anbisa
llai+2 — aolls(t, ) Z lanls(t, ) z% (v (z) — 5)2 S S0 — 8 7;) (1 = biga/bn)?
)\Obo i+1
éso—sz (n+1)* (t,2,8) € Fipo.
n=0

Now we choose by € (O, %) so as to obtain

p <1, Xobg Zp”(n + 1)4 < R.
n=0
Then
lviga —volls(t,z,to) < R, (t,2,t0,5) € Fijo,
R
S0 —

laive — aols(t, x) < 3’ (t,z,s) € Fipa.

Since the choice of by is independent of the number of approximations, all successive approxima-
tions vy, a, belong to

Fn

EDL:

Cltz,t0) (F;As) [ =

n=0

and

Cita) (F3As), F = ﬂ F,,

respectively. Moreover,

R, (t,x,tg,s) € F,
R
So —

||Un - UO”s(tvxvtO) g

Ha’n7[10”5(15753)< s’ (t,x,s)GF.

For s € (0, sg) the series

n=0 n=0

converge uniformly in the norm of the spaces
C(t,x,to) (PsT; As) , Psp = TIT n {(t,x,to) 0+t < b(SO — S)},

Clrwy (Ko As) s Kor = Gr N {(t,z,t0) : 0 <z 419 < b(so — s)}.
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Therefore v, — v, a, — a and the limit functions v, a are elements of C , ¢,) (Psr; As),
Clt,2) (Ks7; Ag) respectively and they satisfy equations (9), (10).

Now we prove that this solution is unique. Let us assume that (v, a) and (v, @) are any two
solutions that satisfy the inequalities

||’U - UO||s(t>x7tO) < ) (t,$7t078) S Fa

R
R

o = aglls(t2) €

, (t,z,s) € F.

~

Let us denote p =v — 0, ¢ = a — 4,

O T L e B R

(t,z,t0,s)EF (t,z,s)EF x

o0

, where v(z) = so — /b, b =1by [] (14+1/(n+ 1)2)71. Then the following relations can be
n=0

obtained for functions p, ¢

p(t,x,y,to) = / Ap(T,€,y,t0) + 4 (1,&,9) 0(T,&, 9, t0) +a(7,6,y) D (T&y,to)}de&
A(tz)
(t7$7y7t0) € DT>

it =5 [ {opra-gent-a
Fi(t T §E YTt + 7~ €&yt — o) +alt + o~ EE YR+ — €&yt — ) fds,
Gr x R™.
Let us show that by e { 0, 2T> can be chosen so that the following inequalities are valid for all
n=20,1,2,.... Applying tfl?e estimates given above to these equations, we find the inequality

AN,

p = bmax [2 (400 + 3Rsg + Rso) (400 + 3RSO + Rso) <p<l.

llglls ||s
.

Consequently A = 0. Therefore v = 0, a = a. Theorem 1 is proved. O

Let us consider the set I' of functions f(t, y, to) representing the elements of C(Qr; As,), so >
0 for which conditions of Theorem 1 are valid with R, T, sg. Then we have the stability theorem

Theorem 3.2. Let f, f € . For the corresponding solutions (v,a) and (v,a) of (9), (10), we
have

M
lv—2|ls < M, (t,x,t0) € Psr, |la—als < — (t,x) € Ksp, 0 <5< 50, (14)

where - -
M = max [maXHf - sto(tatU)v max”ft - ftHsO(t;tO) ) (tvt()) € QT?

and constant ¢ depends on R, T, sg.
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Proof. Taking into account (9)—(10), we obtain the following equalities for the differences v —7 =
b, a—a=aand f—f=f

. . 1 .
U(t»%.%to) ZUO(taxay7t0)+§ // {AU (T7§7y7t0)+
A (t,x) (15)
+a (Ta 67 y) U(T’ 67 Y, tO) +a (Tvé.v y) 0 (T7 fa Y, tO) } deé.a (t7 z,Y, to) € DT7

4 T
@(t,%y):%(t’x,y)—@/o {A?}(t+$—f7f,y,t—l‘)+

+d(t+:v—f,g,y)v(t—ka:—£,§7y,t—x)+d(t+x—§,§7y)f;(t+x—§,§7y,t—m)}d§, (16)
(t,z,y) € Gpr x R™,
where
Vo(t,x,y,t0) = %[f(t—l—x,y,to) + f(t—z,y,t0)], ao(t,z,y) = ﬁft(t—kx,y,t — ).
It is obvious that
10050 (8, 2, t0) < M, (t,z,t0) € Psr,
(17)

||d()||30(t,$) < M, (t,l‘) e Kyr.

g (W) lso
We have from Theorem 1 that

R(1+ sg
folls < 2R, < PEE2)
Sop— S
Applying the method of successive approximations used for the proof of Theorem 1 to the
system of equations (15)—(16) (it is linear with respect to © and a), we find that the following

inequalities are valid for solution of (15)—(16)

H6 - ’L~)0Hs(t,$,t0) < Cle (t,.’ﬂ,to) S PsTv

M
& — aol|s(t, ) < Scl —. (t2) € Kor, 0< s < 50,
-

where ¢; depends on R, T, so. Hence, taking into account (17), we find that inequalities (14)
are true. Theorem 2 is proved. O

The work was supported by the Ministry of Science and Higher Education of the Russian
Federation (Grant/Award Number 075-02-2022-896).
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OnpenenieHne HeCTAITMOHAPHOTO MOTEHIINAJIA,
AHAJIMTUYECKOTI'O IT0 HPOCTPAHCTBEHHBIM IIepeMeHHbIM

Hypmumypon, K. lypaues

FOxxnb1it Mmaremarnvecknit macruryr BHIL PAH

Bukhara, Uzbekistan

2Kanna /1. TorueBa

FOxkub1it MaTemaTuueckuit uacruryt BHIT PAH

Bnanukaska3z, Poccuiickas ®eneparust

Cesepo-Kaskasckuit nienTp Maremarudeckux uccienosannii BHI PAH
Bnanukaska3z, Poccuiickas ®eneparust

Amnnoranusi. Isyuena obparHas 3amada ompeseseHusi KoddduUinenTa 3aBUCAMOCTH BPEMEHHBIX U 1
IIPOCTPAHCTBEHHBIX IIEPEMEHHBIX JJIsI MJIAJIIIIETO YJIeHa FUIIEPOOINYECKOr0 yPaBHEHUS BTOPOrO IOPSIKA.
IIpemnosaraercsi, 9T0 3TOT KO3(DDUINEHT HEMPEPHIBEH IO OTHOIIEHUIO K TMEPEMEHHBIM t, & W aAHAJUTU-
YeH 1O JPYTUM I[POCTPAHCTBEHHBIM IIEPEMEHHBIM. 3aJiava CBOJUTCH K IKBUBAJIEHTHON CHCTEME HeJu-
HEWHBIX UHTerpo-IuddepeHnnaIbHbIX YPABHEHUI OTHOCUTEIBHO HEN3BECTHBIX MYHKIMH. [[1a pemenns
9TUX ypaBHEHUIN MPUMEHSIETCS METOJ, ITKaJl OaHAXOBBIX MPOCTPAHCTB aHAIUTHIecKnX (pyHkiunit. Jloka-
3aHbI TEOPEMBI JIOKAJIHLHOM PAa3PEIIMMOCTH U €IMHCTBEHHOCTH B rito0ajbHOM cMmbicie. [lorydena orenka
YCTOMYINUBOCTU OOpATHOM 3a/1a4u.

KuaroueBsbie ciioBa: obparHas 3amada, GyHIAMEHTAIbHOE perenne, 3amada Kormm, mokaabHast paspe-
MIUMOCTh, YCTOWIUBOCTb.
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Abstract. The article investigates the spatial distribution of the electromagnetic (EM) field of an an-
tenna in the form of a long grounded cable in a rock with the corresponding electrophysical parameters.
The frequency dependences of the emitted EM fields (300 Hz — 30 kHz) on the depth of the receiver po-
sition are determined. This is of practical importance for the problems of wireless mine communications.

Keywords: wireless communication, mine communication, magnetic antenna, grounded antenna, elec-

tromagnetic field, ULF, VLF.
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Wireless transmission of signals through rocks is possible by using low frequency electromag-
netic waves. The article investigates the magnetic component of the electromagnetic field in a con-
tinuous medium with the properties of mountain ranges for the frequency range 300 Hz — 30 kHz.
Signal transmission through the rock is possible using a long grounded cable located on the sur-
face of the mine field or in mine roadway as a transmitting antenna. To receive the signal, it is
proposed to use a compact magnetic antenna in the form of a coil with a ferrite core.

1. Theoretical assessment

The currently existing wireless communication systems in underground mine workings can
be conditionally divided into low-frequency (VLF-LF) and HF and VHF systems [1-8]. As an
additional channel for operational communication with personnel, a system of wireless emergency
notification and communication through the Earth (TTE) is used. A separate type of connection
is wireless magnetic-inductive or near-field magnetic connection (NFMC) in the frequency range
of 30-100 kHz. Such systems use an antenna in the form of a magnetic loop with a radius of
10200 m to transmit a signal through the Earth to mine workings. Studies are being carried
out on the possibility of using long conductors in mines to increase the range of low-frequency
(400 Hz—9 kHz) channels [4,6,7].

*gshy35Q@yandex.ru
fkokhonkova@yandex.ru
(© Siberian Federal University. All rights reserved
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The Radius-2 wireless notification and personnel search system for mines, developed by the
"Radius" company (Krasnoyarsk). It is based on the transmission of a useful signal through a
mountain range using an antenna-feeder device in the form of a long feeder line grounded into
the ground on the daylight surface [§].

To analyze the energy potential of a wireless channel, it is necessary to estimate the distribu-
tion of the magnetic field emitted by a transmitting grounded antenna in a continuous medium
with the physical properties of a rock (resistivity p, dielectric permittivity e and magnetic per-
meability p). Each of the two grounds is a point source A (see Fig. 1a), directing the current
into the ground.

For the case of a homogeneous medium, the current j flows uniformly in all directions of the
half-space in the form of direct rays from point A. The hemisphere S with radius r is set at some
distance from the source to determine the current density in the half-space around it. This will
determine the current density at point M on the surface of the hemisphere:

J
= 2 (1)
27mr
where r is equipotential surface radius; J is total current flowing through equipotential surfaces.
The electric field intensity E at point M is defined as:

J

. Jep
E=p-j=5—3 (2)

In an isotropic medium, the orientation of the current and electric field vectors is the same.
The distribution of the electric field and currents between the two grounds of the dipole source
is shown in Fig. 1b. The current flow of such a source is closed, and the equipotential surfaces
on which the potential U is constant, as in the case of a point source, are perpendicular to the
current lines and have a hemispherical shape. For a homogeneous medium, the field E of two
point electrodes has an almost constant level (see Fig. 1b).

~ o — /_> current flow line

— — equipotential surfaces

Fig. 1. Scheme of distribution of the field and currents of the current source in a homogeneous
half-space: a — point source, b — dipole source

The vector E is directed along the radius vector connecting the points AO. In this case,
expression (2) takes the form:

- (3)

r. . .
where — is unit radius vector.
r
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An electric dipole source is an emitter, because there is a periodic change in the electric
moment p in the process of oscillation of charges ¢ in the wire:

P = Po sin(wt), (4)

where P, = Jold; [ is wire length; d is unit vector indicating wire orientation.

Consider the electromagnetic field of a straight cable of length [ with current J located at the
boundary of a conducting half-space with electrical conductivity o2. The cable is connected to
a power source and grounded at the ends. It is necessary to determine the magnetic field at the
depth z1 at the point M, which is formed as the sum of the fields of two opposite charges located
at grounding points. It is necessary to determine the magnetic field at the depth z; (point M),
which is formed as the sum of the fields of two opposite charges located at grounding points. In
the work of M. S. Zhdanov [9], a solution was obtained for this problem to determine the current
density in a conducting half-space. The current density has three components (jz, jy, j2), let’s
analyze the distribution of currents in the XZ plane (see Fig. 2):

=5 it — 6
Je = on (22 + 92 +22)3/2 (1 — )2 + 92 +22)3/2]’

=5 o : ©
Iz = 2m | (22 +y2 +22)3/2 (1 —x)2 +y2 +22)3/2 ]’

where J is current in the cable.

The magnetic field at point M is represented by the sum of the fields created by the main
current of the antenna and the elementary currents flowing in the half-space of rocks. To do
this, we divide the entire region z > 0 into elementary sections located at a distance Az from

each other, through which the current flows as through an equivalent conductor with electrical
conductivity oy and radius a (see Fig. 2).

-7 S A P I S S R S R S o, e = \Q\ rock <
T S S e e e e i S B
e e ieatiot D RSGERRISS
Az Ty S T ——— === = vy 6:=107 S$/m
I A R R TS P f | '\‘ \ p=1
] 7 ¥ &=10
l’ !| \\dl_ S iz / Loy
z Lo NCadl g, Ay T
R J / psily
R I e e e e s o
¥ \\ ;Y
/
\ « M (x, z) / mine roadway
\\ __________ -
A 4

Fig. 2. Scheme of distribution of current density in the rock for a grounded cable with current

The magnetic field at point M is determined by the sum of three components:

k1 ko
H=Ho+» Hi+ Y Hi, (7)
i=1 i=k1+1
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where Hj is the field created by the current J flowing in the wire between the grounds on the
surface of the half-space.

The second two elements (7) are the sum of the magnetic fields induced by elementary currents
located above the observation point M. The total number of such elementary currents is ki,
therefore, Az - k1 < z1. The second sum determines the contribution of elementary currents,
below the observation point M. The total number of such elementary currents is ks, which means
that Az - ko < 21 + 2, where z is the total depth of the studied spaces. The magnetic field of the
current element is determined by the Biot-Savart law:

Hi — Ji / [dlZ 2l7'] _e—am‘7 (8)

l;
where dl; is length of the current element .J;;
dl, is the unit vector of the radius of the vector 7;;
r; is distance between current element and point M;
l; is the length of the elementary conductor;

2
a = w\/EQ’u {1 / (i) +14+ 1} is the attenuation coefficient (the real part of the wave
we

number);

w = 27 f is radian frequency;;

€ = go&, is dielectrical constant of the medium;

= popr is magnetic permeability of the medium;

o is electrical conductivity.

The current distribution structure is determined by expressions (5), (6). Fig. 3 shows the
dependence of j, and j, on x for a z value of 500-800 m. The main difference between j, and
j» current components is that the current density j, has a value of 0 under the center of the
current vector in the cable (see Fig. 3b). This shows a change in the direction of the vector j,
to the opposite and reaches the maximum and minimum extremum under the ground points of
the antenna. The current density for the j, component reaches its maximum under the central
part of the antenna (see Fig. 3a). The ratio of these components forms the current flow vector
between the grounding points at a sufficiently large depth, while the current density decreases
with depth due to the strong divergence of the current vectors over the volume of the half-space.

The magnetic field in the XZ plane is determined based on the ratio:

[dZL Z',} = [fodﬂir] + [[Zodzfi,«]]. (9)

The magnetic field at the point of observation M (zg, zo) has an orientation along 7,. The
current field J,; of the current component is determined from the equation:

b
— 1 zo — z)dx —ar
bo-H; = %/in (—((Jrg)) e (10)

a

where 7 = \/(zg — )2 + (20 — #)? is distance between element dl; = dz and observation point
M with coordinates xg, 2o;
Jyi is current density at depth z, estimation of relations (5) and (6).
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Fig. 3. Current density distribution in the conducting half-space: a — j, at a depth of 500-800 m;
b — j. at a depth of 500-800 m

The current component J,; creates a magnetic field at the observation point M:

;r/ab Jei <W>] Lo, (11)

The current density J; at depth Z is determined by expression (5, 6) and the equivalent cross

TR

Yo - H; =

section of the conductor d in the form of a section of rocks (equivalent diameter):

2
where d is cross-sectional diameter of the equivalent wire.
Computational modeling will provide a more accurate solution for analyzing the distribution
of magnetic fields. This will make it possible to select the channel parameters depending on the
properties of the medium in order to increase the efficiency in terms of the magnetic field level

and the coverage area of the rock volume.

2. Computational modeling

Modeling the distribution of currents and magnetic field in an isotropic and anisotropic
medium requires extensive computational resources. To analyze these processes, the finite el-
ement method (FEM) is proposed as one of the mathematical tools for numerical solution,
including physical problems [9, 10]. The method is based on the division of the modeling object
into subdomains (finite elements) and the approximation of an unknown function in each element
as a combination of basic functions.

For the study, a model with dimensions of 4000x2000x 1600 m was created, which includes
an air layer (h1=100 m) and a rock layer (ho=1500 m). Propagation medium properties: elec-
trical conductivity c=10"2 S/m; dielectric constant e=10; magnetic permeability u=1. On the
surface of the rock there is a radiating antenna with grounding, formed by a cable with a length
[=1400 m and a current of J=5 A. The boundary conditions for the current and magnetic field
are determined by the properties of the outer boundaries of the model n-J = 0 and n x H = 0 to
take into account the absorption of currents and the magnetic field incident on the boundaries.
This is done to simulate an infinite space around the model.
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To analyze the model by the finite element method, the solution of Maxwell equations and
full-current equation is implemented, which show the interaction of currents and electromagnetic
fields in an absorbing medium [9, 10]:

rot H = J, (13)

B = rot A, (14)

E = —jwA, (15)
divJ = Qj ., (16)
J=Jeona+Jer +je, (17)

where @); . is the density of the bulk current source; j. is the density of electric current, external
source (antenna current); V is the electric potential; o is electrical conductivity; F is the electric
field strength; D = gpe,.E is electrical induction; Jg; = jwD is electric induction current;
Jeond = 0 F is conduction current; H is the magnetic field strength; B is magnetic induction; A
is the vector potential; J is the electric current density.

Fig. 4 shows the distribution of the spatial components of the magnetic field (H,, Hy, H.)
for a grounded antenna 1400 m long. The H, component is concentrated in the upper part of
the model closer to the antenna itself. It has an extremely low level below the center, which
makes it the least useful for reception at great depths. The H, component has a similar depth
distribution, but a higher intensity, contributing to the total magnetic field H. The most useful
and dominant component in the total field is the H, component. Possessing the highest tension
and coverage area, this component allows you to register it in any area in the emitter area. In
the antenna ground region, the Hz and H, components compensate each other, maintaining an
acceptable level of magnetic field strength. An analysis of the distribution of the components
shows that the orientation of the receiving magnetic antenna along the Z and Y axes is the most

effective for registering a useful signal.

a b
H, dB (A/m)
‘ ‘- 20

0
-20
-40

Fig. 4. Distribution of the magnetic field components for a grounded antenna 1400 m long:
a— Hy; b— Hy; ¢ H,

y

=

In practice, signal reception occurs using a ferrite antenna that converts the magnetic field
into EMF. In this case, the signal voltage at the receiver input is calculated by the formula [11]:

U=w-pg-H-Sagpa, (18)
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where Sapa = precore- Seore -n = 1m? is the antenna-effective area; n = 1000 is number of turns;
leore = 8000 is magnetic permeability of the core; Seore = 1.25 - 107 m? is the cross-sectional
area of the core; po = 471077 H/m is the magnetic constant; H is the magnetic field strength.

As a result of the simulation, estimates of the level of the magnetic field and the voltage
induced on the receiving antenna at a maximum depth of 1000 m were obtained. Analysis in the
frequency range of 0.5-30 kHz indicates a general trend of attenuation of the electromagnetic field
with increasing frequency due to the absorbing properties of the rock mass, being an electrically
conductive medium. For grounded antenna of medium length 1400 m, the simulation shows a
level of 1.32 pV at a frequency of 2 kHz (Fig. 5).

S —200m -A-500m - 1000 m -@- 1400 m —e~ 3000 m
z; 1.5

signal level U, pv

0¥ 6 kHz; 0.1 - e a
0 5 10 15 20 25
frequency f, kHz

Fig. 5. Dependence of the signal level at the receiver input on the frequency for the depth
Z =1000 m under the center of the antenna, at o = 1073 S/m, and a number of lengths of the
transmitting antenna

To analyze the distribution of the EM field under the antenna, simulation data were obtained
at a depth of 1000 m in a continuous medium. At the limiting distance at a frequency of 2 kHz,
the voltage level above 0.5 ©V is maintained in a continuous medium over a length of 1700 m for
a grounded current dipole (Fig. 6a). This indicates the advantage of a grounded long antenna
for mines located at depths of 200-800 m and having a large extent.

1,6
L ——6 kHz

2 1l ek
= F i
D 1,2¢
E L
Q2 1 ¢
(_g b
5 08¢
" -

0,6 F A

1200 1400 1600 1800 2000 2200 2400 2600 2800 3000 3200

distance along X, m

Fig. 6. Distribution of the signal level under the transmitting antenna at a depth of 1000 m
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Conclusion

As a result of the study, the magnetic field components that are most suitable for using a

receiving magnetic antenna were determined. The components H, and H, are predominant at
depths greater than 100 m. The optimal operating frequencies of the transmitter are determined
depending on the depth of the receiver position. For depths up to 1000 m, with an electrical
conductivity of rocks of 1073 S/m, these frequencies are in the range of 1-3 kHz. To increase
the coverage area and the maximum depth of signal transmission, it is necessary to increase the

length of the transmitting antenna.

The reported study was funded by RFBR, project number 20-07-00267
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BpruncinrenbHoe MoageIMpoOBaHNE pacHpeaeseHns
3JIEKTPOMArHUTHOI'O II0JISI TOPU30HTAJIbHON 3a3eMJIEHHO
aHTEeHHbI B T'OPHOII ITOPOJIe

T'eoprmit 4. I1laitxypoB

Exarepuna A. KoxoHbKoBa
Cubupckuii dheiepabHbIil YHUBEPCUTET
Kpacnosipck, Poccuiickas Peepariust

AnHoTaiuga. B crarbe uccieioBaHO MPOCTPAHCTBEHHOE PACIIPEIE/IEHUE SJIEKTPOMATHUTHOTO TI0JIS aH-
TEHHBI B BU/JIEe JJIMHHOTO 3a3eMJIEHHOTO KabeJisi B TOPHOM TOPO/Ie € 33/ IaHHBIMU JIEKTPOMDU3NIECKUMU T1a-
pamerpamu. OmpeIe/IeHbl YaCTOTHBIE 3aBUCUMOCTH H3Ty9aeMbix curHasos (300 I'n — 30 k') ot rryGuHb
[IOJIOXKEHUS TTPUEMHHUKA, 9TO MMeeT OOJIbIIOe MPUKJIAIHOE 3HAYEHUE /I 3329 TaXTHOW PaiOCBI3U.
KuroyeBbie ciioBa: OeclipoBo/iHas CBs3b, MIAXTHAs CBsI3b, MArHUTHAsI aHTEHHA, 3a3eMJIEHHAsI AHTEHHA,
JIEKTPOMATHUTHOE TI0JIe, NH(MPPAHU3KHIE YaCTOThI, OY€Hb HU3KHE JaCTOTHI.
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Abstract. This paper is devoted to the study of the direction of the deformation localization lines in

a slow gravity flow of a granular medium in convergent channels with various geometric characteristics.
Variational principles of the theory of limiting equilibrium, established within the framework of a special
mathematical model of a material that resist tension and compression differently, are used. Assuming a
linear deformation localization zone we obtain safety factors and carry out their comparative analysis.
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Introduction

The theory of materials with different strengths is one of the most interesting and actively
developing branch of mechanics. The field of application of this theory is the problems of mechan-
ics of geomaterials. Such materials have significantly different tensile and compressive strength
properties. The range of problems related to the mechanics of geomaterials is diverse. In engi-
neering practice, the analysis of the behavior of geomaterials is important in connection with the
issues of mechanical treatment of soils, as well as in relation to the issues of mining, construction
of engineering structures etc.

The study of the process of localization of deformations in samples made of a material with
different strengths is of constant interest. The importance of solving of such problems is dictated
by the fact that in practice in narrow zones of localization of tensile deformations where mal-
leability of the material is significantly higher than in the rest of the sample micro-destructions
occur. Therefore, when analyzing the structural design for strength, such zones must be deter-
mined. At the same time, the possibilities of constructing exact solutions in such problems are
limited, thus the development of computational methods is very relevant.

In the branch of geomechanics related to the study of the behavior of granular media, there
is an important problem of analyzing movement of granular media in converging channels. Prob-
lems of this kind arise when emptying granular media or geomaterials from storage chambers
and bunkers, as well as in many mining technologies. The approximate (engineering) solution of
the problem and the results of field experiments are presented in works [1,2]. In the work [3] the
problem of a flat slow gravity flow of a granular medium in a converging channel was considered.

*oik17@yandex.ru  https://orcid.org/0000-0003-3635-4807
© Siberian Federal University. All rights reserved
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For granular sample the safety factor was computed and formulas were obtained for calculating
the inclination angle of a narrow linear zone of deformation localization of simple shear defor-
mation with dilatancy. A numerical experiment was also carried out using the finite element
method that showed results close to the solution.

The purpose of this work is to construct an approximate solution to the problem of slow
gravity flow of a granular medium in converging channels with various geometric structures.
During the transition from the static stress-strain state to the movement of a granular medium,
the deformation is localized along some surfaces, followed by the movement of the formed blocks.
Under assumption of a linear deformation localization zone, it is necessary to calculate the safety
factors for various channel samples and conduct the comparative analysis. The solution of the
problem will be based on a model that takes into account different strengths of the material [4].

1. Mathematical model

For the description of the stress-strain state of a granular medium as a different strengths
material having different tensile and compressive strength limits, we will use a model of a medium
with plastic bonds. This model has been developed by V.P. Myasnikov and V.M. Sadovskii in
the work [4]. Under compressive or tensile strain lower than the adhesion coefficient (the limit
bond strength) such a medium does not deform. As the limit bond strength is approached,
the deformation develops according to the theory of linear strain hardening. The rheological
scheme of the model is given on Fig. 1 [5]. According to this scheme we have the following

0
T |
o)

Fig. 1. The rheological scheme

additive representation o;; = of; + cr?j + o7;, where oy; is the total strain tensor, o7; is the rigid

0 . . e _ . . _ .
contact component, o;; is the cohesion tensor, o5; = Eijricp is the elastic tensor, € = (¢;;) is the

deformation tensor, Fjjx; is the symmetric positively defined elastic modulus tensor (we assume
summing in repeating indices). The tensor of; satisfies the variational inequality

O',icj . (gij — Eij) <0, gé€e(, (1)

where C' is the cone of admissible deformations of the form C' = {e | ky(e) < 0(¢)}, & is the
dilatancy parameter, 7 (¢) is the intensity of shear, 6 () is the volume deformation [5].
In this notation, the inequality (1) takes the form

(Eijklskl — 0y + 0?]-) . (fij — Eij) >0, géeC.
By definition of a projection, this means that
~1 0
€ij = Tij |:Eijkl (03 = %‘)}’
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here E;il are the components of the inverse tensor, 7;; the components of the projection of C'
with respect to the norm |e| = /e;; Eijri€hi-

Consider [3] an element of a construction from a material with different strengths filling a
planar domain 2 with the boundary 92 = I" that consists of two non-intersecting parts I', and
I';. On the first part displacements are absent and on the second part the distributed load p is
given. There hold equilibrium equations in variational form and boundary conditions

995 4 £,) (@ — ug) A2 = 0, 2)
[

uj=1u;=0 on I'y, oy -nj=p; on I',. (3)

The problem (2)—(3) reduces to the problem of finding the minimum mqul J(a) = J(u),

ot ot o ou 5 -
// (Gt (Gt + G2 ) ot Gt oo (i + o) ) v

_/(pﬂh + patiz) dI',

r's

where

Uc = {u; € H (Q) |uilp =0, e (u) € C},

for the components of the deformation tensor we have kinematic equations

e — 1 auz + 8’U,j
N 2 6a:j 63:1» '
A load (f,p) is called safe if u = 0.
Let p; =0, f; = m- f?, where m is the loading parameter. A load is safe for m varying from

zero to the limit value (safety factor)

onu onu o onu
ff ( 1 O (axl + a i) Oio —+ a z 82> dxldxz
min .

(d1,U2) €V, Jf (frin + fatiz) dayday
(ti1,12)#0 Q

f—

(4)

S

This statement is a formulation of a kinematic theorem on limiting equilibrium from plasticity
theory [6].

2. Linear deformation localization zone

In the paper [3] we considered a problem of planar gravity flow of a granular medium in a
convergent asymmetric channel with sides inclined at angles o and 8 with the base a, assuming
a>f, ae (0; g) (Fig. 2). The convergent channel fills a planar domain Q with the boundary
0 =T =T,UT,. On the boundary I', displacements are absent. The vector p of the
distributed load on T, is equal to zero.

The condition (i1, 42) € Uc takes the form

Yo < VEo, (5)
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Fig. 2. Direction of a narrow linear localization zone

where v = \/1/k2 —4/3, 0 < K < /3/2.

By (4) the safety factor is my:

21y 1 1
my = N " 5 (6)
kpga sin v (vsina — cos «)

here 75 is the yield point.
In paper [3] we obtained that deformation for a simple shear with dilatancy is localized in a
narrow linear zone of thickness h inclined at an angle ¢:

. 1 1
¢ =a—arcsin ———=or ¢ =a —arctg—. (7)
v

ViZ+1
In this case for the angle ¢ we compute

vsina — cos o vsina — cos (8)
——, oS = ———.

N 4 21

In this paper we shall consider two problems of planar gravity flow of a granular medium in a
convergent asymmetric channel. The geometry of a channel in each case will differ from the one

siny =

on Fig. 2. Under assumption of linearity of the deformation localization zone we compute the
safety factors m* for such channels and compare them. The boundary conditions for the domain
() are analogous to the conditions of the problem (Fig. 2) considered in [3].

Consider a planar deformed state of a homogeneous sample (Fig. 3). Its geometry differs from
that of the one considered in [3] (Fig. 2): the base of the channel is inclined at an angle ¢ (7).

Fig. 3. Cross-section of the sample (a > 3)

Problem 1. Compute the safety factor m* for the sample (Fig. 3) according to (4).
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/
g___N_ N

a

Fig. 4. Geometric constructions

Let @ = (@1, u2) be the admissible displacement field describing the deformation localization
of simple shear with dilatancy in a narrow linear zone of thickness h inclined at an angle v
(Fig. 4).

Let us compute some angles. Consider

AABH : /BAH = ¢+, AABH:g—(w—H/)),
ANCBH : 4CBH:w—(5+<p+4ABH)=g—(ﬁ—w),

4301{:%—4031{:5—1/).

In the Cartesian coordinates related to the narrow linear zone

_ U _
{711:%0005(5—1/})» = cos(f =), (9)
S . _ ug .
U Up S1 (B ¢) s €0 = ﬁo sin (ﬁ — ¢) .
Then we get
o o onu o
JJ (Gt (Gt + 52) o+ o2 oy ) dordoa =200 S0, (10)
Q
where
=" Sg=hl
K

The ‘separating’ triangle domain ABC moves as a solid body, therefore

// (friin + foiiz) dzydas = f0- Sa, (11)
o

where

1
f'=pguosing,  Sa=gHIl,  H=Lisin(p+),

Li=AB=a(cosp+sinp-ctg(a—¢)) =a(cosp + vsingp),

substituting values from (8) we get
Li=av1+v2sine. (12)
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Having in mind that (10) and (11), the safety factor m* is equal to

* Ts . uTO Sin(ﬁ - ’(/J) hl 2 Ts . Sin(ﬂ B 7/’)
m* = min _ T = min - . .
Kpg (i1,i2)€l. ug sinfB -5 Hl Kpg (in,iz)eU, sin B - Ly sin(p + 9)
(t1,2)#0 (@1,62)#0

Taking into account (5) and (9), we obtain the relation

cos(B — 1) < wsin(B — 1),

fo _ — 1 i — 1
. tg(8 — ) = > or sin(8—v) = =1
Then

1
P < f—arctg— or <[ — arcsin
v

In this case

o 2nsin(B—u)
= kpgLy sin 8 HED sin(p + ) (13)

Let us find the minimum of the expression from (13) with respect to

d(mMB—w>:—me—wan+w%wmw—wme+w>

dp \sin(p + 1) sin®(ip + ¢)
_ sin(p + ) cos(8 — ¢) + cos(p + ) sin(8 — ) _
sin?(p + 1)
_ sin(p+9+B-19)  sin(p+h)
= sin2(<p —l—iﬁ) = sin2(<p I w) <0 Vp,

since sin (p + 8) > 0 for 8, ¢ € (O; g)
Thus, the minimum of the function (13) in v is attained at

1 1
= —arctg— or = [ — arcsin ———. 14

Then formula (13) for the safety factor m* assumes the form

27T 1
my = - . 15
*7 kpgLisin B Vo2 +1 sin(yp + ) (15)

From (14) we obtain

vsin B — cos 8 vcos S+ sin g3

siny = , cos Y =
v v2+1 4 v2+1

(16)
Using geometric constructions (Fig. 4) we find the value of | = Ly, which is needed further

below.
We have Ly = AC =11 + I5. Consider AABC = AABH + ACBH. Then

H
NABH = tg(p+v) = = H = Lysin(¢ + ),
1
H 1
ACBH = tg(8—v) =1 =1
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We get,
N __H  u i [ cosle +9)
Le=htla =gy TH v =Losine+0) (sin<w+w>+”)
or
Ly = Ly (cos(p + ) + vsin(p + ), (17)

here L; is given by (12).

Consider now a planar deformed state of a homogeneous sample (Fig. 5) assuming that
o c (O; g) and o > . The geometry in Problem 2 differs from the geometry in Problem 1: the
base of the channel is inclined at an angle 1. The values of the angles ¢ and i are computed by

formulas (7) and (14), respectively, ¢ < a, 1 < . The boundary conditions are the same as in
Problem 1.

T',: p=0

[

\\ ’_,: I
o a
ﬁzf_‘“'_‘l?___:h._ -
a
Fig. 5. Cross-section of the sample (o > )

Problem 2. Compute the safety factor m* for the sample (Fig. 5) according to (4).
Let @ = (U1, 1) be the admissible displacement field describing the deformation localization

of simple shear with dilatancy in a narrow linear zone of thickness h inclined at an angle ¢
(Fig. 6).

Fig. 6. Geometric constructions

In the Cartesian coordinates related to this zone

{al _ upcos(a—9), 0= cos (o — @), (18)
azz—uosin(a—(b), 50:%Sin(a_¢)'
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Then we get

% 0 % % 0 % 0 o 0
// <8x1 o1+ <8x2 + 6m1> 019 + B Ogy | dx1dze = €00 - SO, (19)
Q

=T So=hl
K

where

The ‘separating’ triangle domain ABC moves as a solid body, hence,

// (friin + faliz) dwydas = O Sa, (20)
Q
where
% =pgug sina, SA:%HI, H = Losin(y + ¢),

here Lo is computed by formula (17).
With (19) and (20), the safety factor m* is

. Te . Gsin(a—¢)hl 27, ) sin(a — @)
=—— mn ——7 3 — = _mi - - .
Kpg (a1,d2)eUe ug sina - 5 H Kpg (@1,u2)€U, Sin - Ly - sin(y) + @)
(t1,82)#0 (@1,82)#0

Taking into account (5) and (18), we get the relation

cos(a — ¢) < vsin(a — @),

€o 1 . 1
— =tg(a — > —  or sin(a — > —.
~ gla—¢) >~ (a=9)> — —
Then
¢ < arct, L o) ¢ < arcsin !
<a-— - T <a-— in ————.
&y Viz 41
In this case 5 .
m* = TS, min S,m(a —9) . (21)
kpgLosina ¢ sin(y + @)
Let us find the minimum of the expression from (21) with respect to ¢
d (sin(a - ¢)) __cos(a —¢)sin(y + ) +sin(a — @) cos(¢ +¢)
d¢ \sin() + @) sin® (¢ + ¢)
_ _sin(q;¢>+¢+¢>) _ _s}nz(a+w) <0 Vo
sin”(¢ + ) sin”(¢ + )
since sin(a 4+ 1) > 0 for a, ¢ € (O; g) Hence, the minimum is attained at
tala—¢)=— or sinfa—g)=
a—¢)=— r o sin(a— @) = ——,
& v vZ+1
which means that 1 1
= o —arctg— or = o — arcsin ——. 22

Comparing the expressions (7) and (22) we deduce that the deformation localization zone is

inclined at the angle ¢ = . Thus, the safety factor (21) takes the form
2T 1
ms = - 23
8 kpgLasina \/v2 + 1sin (p + 1)) (23)

for the values of Lo from (17).
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3. Safety factors comparison

Let us compare the safety factors my, mq, and ms of the form (6), (15), and (23), respectively.
For that we consider the quotients ms/my and ms/ma.
By conditions, we know the angles

a>p aBe(0:3), e<a v<p
Let us carry out auxiliary computations. Using (8) and (16), we find
sin (¢ + 1) = sinp cos + cos psiny =

(vsina — cosa) (v cos B + sin B) + (v cos a + sin ) (v sin 5 — cos 3)
241 '

Modify the numerator of this expression

v?sinacos B+ vsinasin B — v cos a cos B — cos asin S+
+ v?cosasin B — vcosacos B+ vsinasin 3 — sinacos 3 =
= (v? — 1)(sina cos § + cos asin 3) — 2v(cos avcos B — sin asin B) =

= (v* = 1)sin(a + ) — 2v cos(a + ).

e (2 ~ 1)sin(a + ) ~ 2w cos(a + )
. v — 1)sin(a+ 8) — 2vcos(a +
= . 24
sin (¢ +9) Iy (24
Analogously,
cos (p + 1) = cos pcosth — singsiny =
(vsina + cosa) (v cos B + sin B) — (v cosa — sin ) (v sin 5 — cos 3)
N v2+1 '
After rearranging the numerator
v? sina cos B 4 vsin asin 3 4 v cos a cos 3 4 cos asin f—
— v2cosasin B+ veosacos B+ vsinasin 3 — sina cos 3 =
= (v* —1)(sinacos B — cos asin B) 4 2v(cos arcos B + sin asin 3) =
= (v* —1)cos(a + B) + 2vsin(a + ),
we obtain )
ve —1)cos(a+ B) + 2vsin(a +
cos (o + 1) = ( ) cos(a + ) (a+p) (25)

v2+1
Problem 3. Find the condition for v for which

m
=2 1.
mi

Taking into account (24), we consider the quotient

27T 1
my  kpgLisinf /12 +1sin(p+¢)  asina(vsina—cosa)
mi 275 1 V2 + 1L, smﬂsm(tp—ﬁ—w)

Kpga sin o (v sin o — cos a)

sin « 1 vsin o — cos « 1 vsina — cos «

sinf (12 +1) sinasin(p+v¢) sinf (2 — 1) sin(a+ B8) — 2vcos(a+ 8)
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Then

vsino — cos «
sin 3

i.e., we get a quadratic inequality in v:

< (v® = 1)sin(a + B) — 2vcos(a + B)

sin «

sin 8

Cos &

sin 8

> 0.

visin(a+ B) — v <2 cos(a+ B) + ) —sin(a + 8) +
Solving it, we find

sin o

sin 8

9 .
D— (2 cos(a + B) + > — 4sin(a + B) (— sin(a + 3) + Z?;g) =
sina  sin®a

— Jco(ar + ) + dcos(ar + ) - e + 4sin®*(o + B) — 4sin(a + ) - Zig =
.2
4
=44 2372;  sing (sin(a + B) cosa — cos(a + fB)sina) =
-2 in” i’
sin” « 4 sin® « sin® «
=4+ - ——sinfa+f-a)=4+ 5 4= ’
sin® 3 sinf sinfa+ 5~ a) sin® 3 sin® 3
and
2cos(a+ B) + S%HOK S%na
o sinf8~ sinf
12 = 2sin(a + f) '
Let vy < vy, namely,
sinoe  sino
5 cos _
o cos(a + B) + sinf  sinf _ cos(a+fB) ctg(a+ B) (26)
1= 2sin(a + B) ~sin(a+f) ) |
2cos(a+ ) + s%na + s?noz cos(a+ f) + S%na
o sin3  sinf sin 3 (27)
2= 2sin(a + B) - sin(a+5) |

m
Thus, the inequality ~2 <1 holds for v < vy and v > . If v < v < vy then moy > my and
m

the second fragment does not move.

Problem 4. Find the condition for v for which

% <1
ma
Consider the relation
27T, 1
mg _ kpglosina u2 +1sin(p +¢) _ Lisinf _ 1 sin 3
my 27, 1 ~ Lysina  cos(p + 1) 4+ vsin(p +¢) sina’

kpgLy sin B \/v2 4+ 1sin(p + )
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Using (24) and (25), we obtain the value of the expression

cos (¢ + 1) +vsin (¢ +1) =
_ (¥*—1)cos(a+ B) + 2vsin(a + ) . (v?* = 1) sin(a + B) — 2vcos(a + B)
V241 V241
(12 =1 —=2v%) cos(a+ B) + (2v + v® — v) sin(a + f3)
B v2+1 -
— (V*+1)cos(a+ B) +v (v? + 1) sin(a + B)

= T = —cos(a+ ) + vsin(a + f).

Then )
sin 8

sin o

< vsin(a + ) — cos(a + 3)
or .
cos(a + B) + s¥nﬁ
: sina (28)
sin(a + )

V> =

m
Thus, the inequality —2 <1 holds for v > vy, if v < vy then ms3 > mo, and the third fragment
ma

does not move.
Let us compare the obtaine_zd values v1 < 2 and vy from (26), (27), and (28).

sin a T
We have sina > sin 3, or smj > 1, since « > f and «, § € (0; 5) Therefore 11 < vy < vs.
sin

Consequently, for v > vy of the form (27) the inequalities 2 < 1 and M < 1 hold
mq mo
simultaneously.

Thus, depending on the value of the coefficient v that characterize the dilatancy of the medium
the deformation zones are localized differently.

Conclusion

In this paper we use the model of a granular medium with different strengths by
V. P. Myasnikov and V.M. Sadovskii to study a slow gravity flow of a granular medium in con-
vergent channels. Assuming a linear deformation localization zone we obtain an approximate
value of the safety factor and formulas for the slope of a narrow linear zone of the deformation
localization for a simple shear with dilatancy. A comparative analysis of the obtained factors is
carried out.

This work is supported by Krasnoyarsk Mathematical Center and financed by the Ministry
of Science and Higher Education of the Russian Federation in the framework of the establish-
ment and development of regional Centers for Mathematics Research and Education (Agreement

no. 075-02-2022-873).
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WNccnenoBanme HalrpaBJieHUs JIOKaJan3anum JedopMaliun
Npu MeAJIEHHOM JABUXKEHUU ChIILyveil cpeibl

Oabra U. Ky3oBaToBa
Cubupckuii deiepajbHbIl YHUBEPCUTET
Kpacnosipck, Poccuiickas Peeparimst

Amnnoranus. B crarbe uccieyercs HanpapiieHue JIMHUA JOKaJn3annn nedOpMaliiy IPpU MeJIEeHHOM
JIBUZKEHUU CBIMTy9Ieil Cpebl O JeICTBUEM COOCTBEHHOTO BECA B CXOSIIEMCS KaHAJIe C PA3HON reoMeTpu-
9eCKOi CTPYKTYypoii. Vcnosb3yoTcs BapuannoHHble IPUHITAIIBI TEOPUU IPEIeIbHOIO PABHOBECHUS, yCTa-
HOBJIEHHBIE Ha OCHOBE CIIEIIUAJIbHOM MaTeMaTUYeCcKO! MOJe/In MaTepuaJla, II0-Pa3HOMY COIIPOTUBJIAIOIIE-
TOCsT PACTSIPKEHHIO U CXKATHUIO. B paMKax IpeIoIoKeHrsT O JIMHEWHON 30He JIOKAJIU3aIuu 1edopMaIium
BBIYUCJIEHBI KO3(DDUIMEHTHI 6€30IIaCHOCTH U IPOBEJEH UX CPABHUTEHHBIN aHAIU3.

KiroueBblie ciioBa: BapUallMOHHOE HEPAaBEHCTBO, PA3HOIIPOYHAaA Cpela, JIOKaJIUu3alnud ,H‘e(bOpMaLLI/II/I.
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Abstract. The rotation algebra Ay is the universal C*-algebra generated by unitary operators U,V
satisfying the commutation relation UV = wVU where w = >, They are rational if § = p/q with
1 < p < ¢—1, othewise irrational. Operators in these algebras relate to the quantum Hall effect [2,26,30],
kicked quantum systems [22,34], and the spectacular solution of the Ten Martini problem [1|. Brabanter
[4] and Yin [38] classified rational rotation C*-algebras up to *-isomorphism. Stacey [31] constructed
their automorphism groups. They used methods known to experts: cocycles, crossed products, Dixmier-
Douady classes, ergodic actions, K-theory, and Morita equivalence. This expository paper defines A;/q
as a C'"-algebra generated by two operators on a Hilbert space and uses linear algebra, Fourier series
and the Gelfand—Naimark—Segal construction [16]| to prove its universality. It then represents it as the
algebra of sections of a matrix algebra bundle over a torus to compute its isomorphism class. The
remarks section relates these concepts to general operator algebra theory. We write for mathematicians
who are not C*-algebra experts.

Keywords: bundle topology, Gelfand—Naimark—Segal construction, irreducible representation, spectral
decomposition.
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1. Uniqueness of universal rational rotation C*-algebras

N, Z, Q, R, C and T C C denote the sets of positive integer, integer, rational, real, complex
and unit circle numbers. For a Hilbert space H let B(H) be the C*-algebra of bounded operators
on H. All homomorphisms are assumed to be continuous. We assume famliarity with the material
in Section 4.

Fix p,q € N with p < ¢ — 1 and ged(p,q) = 1, define o := €2™/9 and w := 0P, and let
€,/q be the set of all C*-algebras generated by a set {U,V} C B(H) satisfying UV = wVU.
Since {U,V} ={V.U}, €(4—p)/q = €(q—p)/q- Mg and the circle subalgebra of L?(T) generated by
(Uf)(z) == 2f(2) and (Vf)(2) := f(wz) belong to €4_p/q- The circle algebra is isomorpic to
the tensor product C(T) ® M,.

Definition 1. A € €,,, generated by {U,V} C B(H) satisfying UV = wVU is called universal
if for every A1 € &,/q generated by {Uy,V1} C B(Hy) satisfying UiVi = wViUy, there exists a
x-homomorphism ¥ : A — A; satisfying ¥(U) = Uy and (V) = V7.

Lemma 1. If A, A; € €/, are both universal, then they are isomorphic.

*wlawton50@gmail.com
© Siberian Federal University. All rights reserved
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Proof. Let U,V,U;,V; be as in Definition 1. There exists *-homomorphisms ¥ : A — A; and
Uyt A o Awith O 0 U(U) = U, Uy 0U(V) =V, ol (Uy) = Uy, ¥oly(V;) = V. Since
{U,V'} generates A, ¥; o ¥ is the identity map on A. Similarly, ¥ o ¥; is the identity map on
Aj. Therefore ¥ is a *-isomorphism of A onto A; and A is *-isomorphic to A;. O

2. Construction of universal rational rotation C*-algebras

Define the Hilbert space H, := L?(R? C?) consisting of Lebesgue measurable v : R? — C?

satisfying [ v*v < oo, equipped with the scalar product < v,w >:= [ w*v. Define P, to be the
R2 R2
subset of continuous a : R? — M, satisfying

a(xr,2) = a(z1 + ¢,22) = a(z1, 29 + q), (21,22) € R? (1)

and regarded as a C*-subalgebra of B(H,) acting by (av)(z) := a(z)v(z), a € Py, v € Hy. The
operator norm of a € P, satisfies

[|all ax, [la(z)]] (2)
Define U,V € P, by
Uy, zo) := e2™™1/90,, V(xy, xq) = 2702/ 1Y, (3)

where Up, Vy € M, are defined by (7), and define A,,/, to be the C*-subalgebra of P, generated
by {U,V}. Choose r € {1,...,q — 1} such that pr =1 mod ¢. Then r is unique, ged(r,q) = 1.
Define o := €2™/9 and w := wP. Then w" = 0.

Theorem 1. If a € A, /, then
a(zy 4+ 1,29) = Vy "alxy, 22)Vy and a(xy,xe 4+ 1) = USa(zy, 29)Uy *. (4)
Conversely, if a € Py satisfies (4), then a € Ap)q.
Proof. (3) and (8) give V-"UV" = oU and U"VU " =cV. If a = U™V™, then
a(zy + 1,20) = 0™a(x1, x2) = Vg "a(z1, 22)Vy; a(z1,xe + 1) = o™a(z1, x2) = Uja(z,x2)Uy "

The first assertion follows since span{U™V™ : m,n € Z} is dense in A, ;,. Conversely, if a € P,
then (1), Lemma 3, and Weierstrass’ approximation theorem implies that there exist unique
c(m,n, j, k) € C with

q—1
a(wy, x) ~ Z Z c(m,n, j, k) e2mimatnz2)/a gk
(m,n)€Z?2 j,k=0

where ~ denotes Fourier series. Then (4) gives c(m,n,j,k)o™ = c(m,n,j k)o’ and

n

c(m,n, j, k)o™ = c(m,n, j, k)o¥. Since 07 = 1, ¢(m,n,j,k) = 0 unless j = m mod gand k = n

mod gq. Define ¢(m,n) := ¢(m,n,m mod ¢,n mod ¢). Then a € A,,, since
an~ Z c(m,n)U™V™.
(m,n)€Z?

Representations p1,p1 : A +— B(H) of a C*-algebra A are unitarily equivalent if there exists
U € U(H) such that pa(a) = Up1(a)U~L, a € A. O
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Theorem 2. If A € &,/ is generated by {U,V} with UV = wVU and p : A — B(H) is an
irreducible representation then:

1. dim H = q so B(H) = My,
2. there exist 21,2y € T such that p = p., ., where p,, .,(UIVF) = 2] KUV,
8. p 2y 18 unitarity equivalent to p., ., iff (21/21)7 = (23/22)7 = 1.

Proof. Boca gives a proof in ([1], p. 5, Lemma 1.8, p. 7, Theorem 1.9). We give a proof based on
Schur’s lemma. Let C C A be the C*-subalgebra generated by {U?, V?}. Since p is irreducible and
p(C) commmutes with p(A), there exists a *-homomorphism v : C — C such that p(c) = y(c)I,
c € C. Choose h € H\{0} and define H; := span{p(U'V¥)h;0 < j, k < q — 1}. Since H;
is closed, p-invariant, H; # {0}, and p is irreducible, H = H;. Since dim H < ¢?, p(V) has
an eigenvector b with eigenvalue A € T and ||b]| = 1. Define 2o := Aw. Choose z; € T so
2] = ~(U?) and define b; := z{p(Uﬁj)b7 1 < j < q. Then p(V)b; = 20w’ ™1b;, j =1,...,¢q, and
p(U)b1 = z1by, and p(U)b; = z1bj_1, 2 < j < ¢. Therefore {b1,...,b;} is a basis for H, and (7)
implies that p(U) = 21Uy, and p(V) = 22V with respect to this basis. This proves assertions 1
and 2. Assertion 3 follows since the set of eigenvalues of p(U) is {z1w’, 0 < j < ¢ — 1}, the set
of eigenvalues of p(V) is {z2w’, 0 < j < q — 1}, and the set of eigenvalues determines unitary
equivalence. O

Theorem 3. A,,, C B(H) is the universal C*-algebra in €, ;.

Proof. Assume that B € €,/,. Then there exists a Hilbert space H; and Uy, V; € B(H;)
with U1V; = wViU; and B is generated by {U;,Vi}. It suffices to construct a continuous
*-homomorphism ¢ : A, /, — B satisfying p(U) = U; and (V') = V1. Define dense *-subalgebras

.Z;/; .= span {U'V*:j ke Z} C A/, B := span {(UIVE: jkeZ}CB,

and a *-homomorphism @ : .//4;; — B by G(UIVk) := UIVF. To extend @ to *-homomorphism
¢ A,/q — B it suffices to show that for every Laurent polynomial of two variables p(u,v) the
following inequality is satisfied ||p(U1, V1)|| < [|p(U, V)|| since p(U1V1) = @(p(U, V')). Then ([13],
Corollary 1.9.11), which follows directly from the Gelfand-Naimark-Segal construction, implies
that there exists an irreducible representation py : B — M, and v € Hy with ||v|| = 1 such that
[lp(U1, V)| = ||p1(p(U1, V1))vl||. Theorem 2 implies that p; (Uy) = 21Uy and p1(Vy) = 22V} for
some z1,22 € T. Let p: A,/ — M, be the irreducible representation defined by Theorem 2 so
p(U) = 21Uy and p(V') = 25Vj. Since py 0 @ = the restriction of p to :4;2, (2) and (3) imply that

[[p(Ur, Vi)I| = llp1(p(Ur, Vi))vl| < [lppU, V)| < [|Ip(U, V)]

which concludes the proof. O

3. Bundle topology and isomorphism classes

Define E; to be the Cartesian product [0,1]? x M, with the identification
(17x27M) = (Ovaa VO_TMVEJT)a T2 € [07 1]7 M e Mq

and
(1,1, M) = (21,0, U MU;"), x1 €[0,1], M € M,
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and define the algebra bundle 7; : E; — T? by
’/Tl(.’El, X9, M) = (627Tm1 s 627riw2), (xl, xo, M) e El.

A map s : T? — E; is called a section if it is continuous and 7; o s = I where I denotes the
identity map on T?. Since for every p € T?, the fiber wfl(p) = My, the set of sections under
pointwise operations is a C*-algebra. The theorems above show that this algebra is isomorphic
to A, /4. Furthermore, since points in T2 correspond to unitary equivalence classes of irreducible
representations, isomorphism of algebras induces homeomorphisms of T2. In order to compute
isomorphism classes of universal rational rotation C'*-algebras it is convenient to use a slightly
different bundle representation of A, /,. Define W € P,

1 0 0 0

0 e2miz/a 0 0
Wz, x2) := )

0 0 " 0

0 0 0 eQTri(qfl)azl/q

and .A; Jq = WA, /qul, which is #-isomorphic to A, ;. Then .AZ’) /g 18 represented as the algebra
of sections of the algebra bundle 75 : Ey +— T? where E, is the Cartesian product T x [0, 1] x M,
with the identification

(21,1, M) = (1,0,G"MG™™), z1 €T, M € M,

and
1 0 0 0 O
01 0 0 O
G(zl) = 0 0 .. 0 0 Uo.
00 0 1 O
00 0 0 =

G" is the clutching function of the bundle. Let G;p, : T — Aut; be the map defined by conjugation
by G. Using the arguments for vector bundles in [18], it can be shown that the isomorphism classe
of A,/ is determined the homotopy class of G, : T+ Aut}. Since 71(Gin) = —1, m1(G},) = —r
which gives:

Theorem 4. A, , is isomorphic to Ay /q: iff ¢' = q and either p’ =p or p’ =q—p.

4. Requisite results

4.1. Hilbert spaces and adjoints

H is a Hilbert space with inner product < -,- >: H x H — C, norm |jv|| := /< v,v >,
and metric d : H x H — [0,00) defined by d(v,w) := ||[v — w||. B(H) is the Banach algebra of
bounded operators on H (continuous linear maps from H to H) with operator norm

|lal[ := sup{|lav]| : v € H, [[v|| =1}

The dual space H* is the set of continuous linear functions L : H — C. For w € H define
L, € H* by Lyv:=<wv,w>, veEH.
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Lemma 2. If L € H* then there exists a unique w € H such that L = L.

Proof. Rudin gives a direct proof (28], Theorem 4.12). If 9B is an orthonormal basis for H and
w:= Y. Lbb, then since for every v € H, v = Y. <w,b> b, it follows that

beB beB
LU:Z <wv,b> Lb= <v, ZLbb> =< v,w>= Lyv.
beB beDB

Lemma 2 ensures the existence of adjoints. For a € B(H) define its adjoint a* € B(H) by
Ly+w := Ly oa, w € H where o denotes composition of functions. Therefore

<av,w>=<wv,a"w>, v,we€ H.

Clearly a** = a, (ab)* = b*a*, and the Cauchy—Schwarz inequality gives

lla*|| = sup{ | <a’v,w>|:v,w e H, ||| = [lw]| =1} =
=sup{| <wv,aw > | : v,w € H, ||| = [[w|| = 1} = |[a]]
and
[la*al| = sup{| < a*av,w > | :v,w € H, ||| = ||w|| =1} = 5
=sup{ | < av,aw > |:v,w € H, |]v|| = ||Jw|| = 1} = [|a]|.

(5) is called the C*-identity. It makes B(H) equipped with the adjoint a C*-algebra. The identity
operator I € B(H) is defined by Iv :=wv for all v € H.

UH) :={U € B(H) : UU* = U*U = I},

the set of unitary operators, is a group under multiplication. A subalgebra A C B(H) is a
C*-algebra if it is closed in the metric space topology on B(H) and a* € A whenever a € A. The
intersection of any nonempty collection of C*-subalegras of B(H) is a C*-algebra. If S C B(H)
the intersection of all C*-subalgebras of B(H) that contain S is the C*-algebra generated by S.

O

4.2. Matrix algebras

For m,n € N, C™*" denotes the set of m by n matrices with complex entries and C" := C"**!.
The adjoint of @ € C™*" is the matrix a* € C"*"™ defined by a} , := @y ;. C" is a Hilbert space
with scalar product < v,w >:= w*v, v,w € C". Clearly

B(C™) = M,

where for a € M,, the adjoint of a as an operator corresponds to the adjoint of a as a matrix.
I,, denotes the n by n identity matrix whose diagonal entries equal 1 and other entries equal 0.

The operator norm of a € M,, is ||a|]| = v/spectral radius a*a where the spectral radius is the
largest moduli of the eigenvalues of a matrix. Thus M,, is a C*-algebra. It is also a Hilbert
space a Hilbert space of dimension n? with inner product

< a,b>:=Trace b*a (6)
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and orthonormal basis e;; := matrix with 1 in row j and column j with all other enties = 0.
Fix p,q € N with p < ¢ — 1 and ged(p, ¢) = 1. Define Uy, Vo € M, by

01 0 O 1 0 O 0
0 : 0 w O 0
Uy :i= ! s Vo = ) (7)
0O 0 1 0 0 0
1 0 0 O 0 0 0 wit

Lemma 3. {(1/\/51)U3V0k :0 < 4,k < g— 1} is an orthonormal basis for M, with the scalar
product defined by (6). Furthermore,

UV, = wVoUp. (8)
Proof. (8) is obvious. The first assertion follows since

< UV, UPVE > Trace VU ™UIVE = Trace UL~ ™VE" = {q ifj=m andk=n,
0 otherwise.

Define the groups of unitary matrices U,, := U(C™) and special unitary matrices S, := {a €
U, : deta = 1}. Clearly Uy and Vj are unitary. Since detUy = detVy = (—1)97!, they are
special unitary iff ¢ is odd. A map ¥ : M, — M, is a homomorphism if it is linear and
satisfies ¥(ab) = (a)y(b) for all a,b € M,, and an automorphism if is also a bijective. An
automorphism 1 is a s-automorpism if ¥ (b*) = ¢¥(b)* for all b € M,,. Aut,, Aut’ denote the
group of all automorpisms, *-automorphisms of M,,. ¥ € Aut,, is called inner if there exists an
invertible a € M,, such that ¢ (b) = aba™! for every b € M,,.

Theorem 5 (Skolem—Noether). Every ¢ € Aut,, is inner.

Proof. The algebra M,, is simple, meaning it has no two-sided ideals othe that itself ( [29], 11.41),
so the result follows from the classic Skolem—Noether theorem. An elementary constructive proof
is given in [32]. |

Theorem 6. If ¢ € Aut} then there exists a € U,, such that 1 (b) = aba* for every b € M,,.

Proof. Every ¢ € Aut? induces an irreducible representation ¢ : M, — B(C") so Theorem 2
implies that there exists a basis {by,...,b,} with respect to which 1(Uy) has the matrix rep-
resentation z1Uy and 9 (Vp) has the representation z3Vy. Since Uf = V' =1, 2] = 2I =1 so
without loss of generality this basis can be chosen to make z; = zo = 1 and then v(a) = aba~*—1
where ae; = b; and {e1,...,e,} is the standard basis for C™. This theorem can also be derived
as a corollary of of Theorem 5. Clearly ¢ (I,) = I,. Theorem 5 implies that there exists an
invertible a € M,, such that (b) = aba~! for all b € M,,. Since v is a *-homomorphism
ab*a=! = (aba=1)* = (a=1)*b*a* hence a*ab* = b*a*a for every b € M, which implies that

a*a = cI, for some ¢ > 0. Replacing a by a/+/c gives the conclusion.

Corollary 1. Let T,, C T be the subgroup of n-th roots of unity. T, I, C S, is isomorphic to
Z/nZ. Aut} is isomorphic to the quotient group S, /T, I,. The fundamental group m (Aut}) is
isomorphic to Z/nZ.

Proof.  Assertion one is obvious. Define ¢ : U, — Aut’ by ((a)(b) := aba*. ¢ is a
x-homomorphism, kernel ( = T I,, and Corollary 1 implies that ¢ is onto. The first homo-
morphism theorem of group theory ([33], 7.2) implies that Aut} is isomoprhic to U, /T I,,. Since
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S, = (T1,)(T,1I,) and T, I,, = S, N (TI,), the second isomorphism theorem of group theory
([33], 7.3) implies that Aut? is isomporphic to S,,/T,I,. S, is simply connected ([17], Proposi-
tion 13.11) hence since T, I,, is discrete S, is the univeral cover of S,,N(T1,) hence the discussion
in ([18], 1.3) implies the last assertion.

4.3. Spectral Decomposition Theorem for Unitary Operators

E € B(H) is called a projection if E* = E and E? = E. Then P : H — PH is orthog-
onal projection. A collection of projections {E, : ¢ € [0,27] is called a spectral family if
E, By, =E,,E, = FE, whenver o < Es.

Let A,P,N € B(H). A is self-adjoint if A* = A. P € B(H) is positive if < Pv,v >> 0
for all v € H. N € B(H) is called normal if AA* = A*A. Clearly self-adjoint and unitary
operators (or transformations) are normal. Furthermore eigenvalues of self-adjoint operators
are real and eigenvalues of unitary operators have modulus 1. If dim H < oo, then H admits
an orthonormal basis of eigenvectors ([29], Theorem 9.33). Therefore every unitary matrix in
M,, can be diagonalized and its diagonal entries have modulus 1. The following result, copied
verbatim from the classic textbook by F.Riesz and B.Sz.-Nagy ([27], p. 281), extends this
diagonalization to unitary operators on arbitrary Hilbert spaces.

Theorem 7. Every unitary transformation U has a spectral decomposition

27
U= / e?dE,,
-0

where { E,} is a spectral family over the segmen 0 < ¢ < 2m. We can require that E,, be continuous
at the point ¢ = 0, that is, Ey = 0; {E,} will then be determined uniquely by U. Moreover, E,
is the limit of a sequence of polynomials in U and U~'.

Proof. The authors of [27] reference 1929 papers by von Neumann [25] and Wintner [37],
1935 papers by Friedricks and Wecken, and a 1932 book by Stone. They observe that the
theorem can be deduced from the one on symmetric transformation ( [27], p. 280) (since
U = A+ iB where A := (U + U*)/2 and B := —i(U — U*)/2 are symmetric) or from
the theorem on trigonometric moments ( [27], Section 53), but they give a direct three page
proof. We sketch their proof. For every trigomometric polynomial p(e’?) = icke“w we as-

—-n

sociate the transformation p(U) := i cU". This gives a *-homomorphism of the algebra of
—-n
trigonometric polynomials (where * means complex conjugation) into the subalgebra of B(H)
generated by U and U* = U~!. Clearly if p(e’?) is real-valued then p(U) is self-adjoint. If
p(e’?) > 0 the Riesz Fejer factorization Lemma ( [27|, Section 53) implies that there ex-
ists a trigonometric polynomial g(e’?) with p(e¥?) = q(e*?)q(e™®) hence p(U) = q(U)q(U)*.
Therefore < p(U)v,v >=< ¢q(U)v,q(U) >>= 0, v € H, hence p(U) is a positive operator.
For 0 < ¢ < 27 let ey be the characteristic function of (0,%] extended to a 27w periodic
function on R. Let p, be a monotonically sequence of positive trigonometric functions with
limy, 00 pu(U)v = Eyv, v € H (py(U) converges to E,, € B(H) in the strong operator topol-
ogy). Ey is a projection since Ej = E, and Ei = Ey, so , and the set {E, : ¢ € [0,2n]
is a spectral family. Since the functions e, are upper semi-continuous limy .y >y Ey = Ey.
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Given € > 0 choose 0 < 9y < ¥ < -+ < ¢, = 27 with max (¢Yr+1 — ¥r) < € and choose
Ok € [Wr—1,¥k], k=1,...,n. Then for ¢ € (Yi_1, V]

=" — "¥F)| <o — oi| <€

n
e — Z g [ewk - 61/)1%1]
k=1

with a similar inequality for ¢ = 0. Since this inequality holds for all ¢ € [0, 27]

n
U - Z e'er (Ewk - E"/)k—l)
k=1

<e€

A subspace H; C H is called proper if Hy; # {0} and Hy; # H. The following is an immediate
consequence of Theorem 7

Corollary 2. If U € U(H) then either U = ~I for some v € T or there exists a projection
operator E : H — H satisfying

1. E is the limit in the strong operator topology on B(H) of polynomials p(U,U~1).

2. EH is a proper closed U-invariant subspace of H.

4.4. Irreducible representations and Schur’s lemma

A representation of a C*-algebra A on a Hilbert space H is a *-homomorphism p : A +— B(H).
A subspace Hy C H is called p-invariant if p(a)H; C H; for every a € A. p is irreducible iff it H
has no closed proper p-invariant subspaces. The following result extends Shur’s lemma for finite
dimensional representations ([29], 11.33) for unitary operators.

Theorem 8 (Schur’s Lemma). If p: A— B(H) is an irreducible representation and U € U(H)
commutes with p(a) for every a € A, then there exists v € T with U = ~I.

Proof. If the conclusion does not hold then Corollary 2 implies that there exists a projection F
satisfying conditions (1) and (2). Condition (1) implies that Up(a) = p(a)U for every a € A.
The EH C H is closed and p-invariant since for every a € A, p(a)EH = Ep(a)H. Condition (2)
asserts that E'H is a proper subspace thus contradicting the hypothesis that p is irreducible, and
concluding the proof.

Corollary 3. If A is an commutative C*-algebra generated by a set of unitary operators and
p: A B(H) is irreducible then dim H = 1 and there exists a x-homomorphism T : A — C with
p(a) =T(a)l for every a € A.

Proof. Follows from from Theorem 8 since if uw € A is unitary the p(u) € U(H) and p(u)
commutes with p(a) for every a € A.

5. Remarks

We relate concepts introduced to explain rational rotation algebras to general C*-algebra
theory, especially two breakthrough results obtained by teams of computer scientists.

Remark 1. Dauns [14] initiated a program to represent C*-algebras by continuous sections over
bundles over their primitive ideal spaces (kernels of irreducible representations equipped with
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the hull-kernel topology). The primitive ideal space of rational rotation algebras is homemorpic
to the torus T2.

Remark 2. Bratteli, Elliot, Evans, and Kishimoto [5] represent fixed point C*-subalgebras of
Ayp/q by algebras of sections of Mg-algebra bundles over the sphere 52, which is the space of

orbits of T2 under the map g + g~ 1.

Remark 3. Elliot and Evans [15] derived the structure of irrational rotation algebras. They
proved that if p/q < 6 < p’/q’, then Ay can be approximated by a C*-subalgebra isomorphic to
C(T)® My & C(T) ® My/. This approximation, combined with the continued fraction expansion
of 0, represents Ay as an inductive limit of these subalgebras.

Remark 4. Williams [36] gives an extensive explanation of crossed product C*-algebras, which
include rotation algebras.

Remark 5. Kadison and Singer [21] formulated a problem about extending pure states. Such an
extension is used in the Gelfand—Naimark—Segal construction which we used to prove Theorem 3.
This problem was shown to be equivalent to numerous problems in functional analysis and signal
processing [6], dynamical systems [23,24], and other fields [3]. Weaver [35] gave a discrepancy—
theoretic formulation that was proved in a seminal paper by three computer scientists: Marcus,
Spielman, and Shrivastava [19].

Remark 6. Courtney [8,9] proved that the class of residually finite dimensional C*-algebras,
those whose structure can be recovered from their finite dimensional representations, coincides
with the class of algebras containing a dense set of elements that attain their norm under a finite
dimensional representation, this set is the full algebra iff every irreducible representation is finite
dimensional (as for rational rotation algebras), and related these concepts to Conne’s embedding
conjecture [7]. Her publications [10-12] cite many references that discuss equivalent formulations
of this conjecture.

Remark 7. In January 2020 five computer scientists: Ji, Natarajan, Vidick, Wright and Yuen
submitted a proof that the Conne’s embedding conjecture is false. As of November 2021 their
paper is still under peer review. However, the editors of the ACM decided, based on the enormous
interest that their paper attracted, to publish it [20].
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Y4eOHUK 110 pamnoHaJbHOMY BpalineHuio C*-AJjredbpbl

V¥aiin M. JIoyTon
Cubupckuii deiepaibHbIl YHUBEPCUTET

Kpacuosipck, Poccuiickas @exeparms

Awnsoranus. Anrebpa spamennii Ag — 310 yHuBepcaibHas C™-ajqrebpa, MOPOXKIEHHAs yHUTAPHBIMEA
oneparopamu U, V, yI0BIETBOPSIOIMMI KOMMYTAIMOHHOMY cootHommennio UV = wVU, tue w = 2™,
Omnu paruonanbsl, ecan 0 = p/q ¢ 1 < p < ¢ — 1, B IpOTUBHOM cilydae MpparoHaabHbl. OnepaTopst
B 9THX ajrebpax CBs3aHbI ¢ KBAHTOBBIM 3dderTom Xosta [2,26, 30|, kBanToBbIME cucTeMamu [22, 34|
n 3 dexrabiM permermem npobiaembr Tena Maprunu [1]. Bpabanrep [4] m Unb [38] xnaccndunmposanm
C”-anreGpbl PAIMOHAIBHOIO BPAIEHUsS] ¢ TOYHOCTBIO 110 *-n3oMopdusma. Creiicu [31] mocrpounna ceon
rpynnsl aBroMopdu3moB. OHE HCIOJIB30BAIM U3BECTHBIE CHEIMAINCTaM METO/IbI: KOIMKJIbI, CKPEIeH-
Hble Ipou3BejieHus, Kiaccol Jlukembe-/yaau, sprojgudeckue neiictBusi, K-Teoprio u 5KBUBaJEHTHOCTH
Moputsl. Dra noscHuTenbHasS cTaThs oupegenser A, , kax C*-anrebpy, HOPOXKIEHHYIO AByMs OIepa-
TOpaMU B TJILOEPTOBOM MIPOCTPAHCTBE, W UCIIOIb3YeT JIMHEHHYIO airedbpy, psaasl Pypbe U KOHCTPYKITUIO
Tlensdanna—Haitmapka—Curada [16] 1yt [oKa3aTeIbCTBA €r0 YHUBEPCAJIBHOCTU. 3aTeM OH IIPeJICTABIIs-
er ero Kak ajrebpy cedeHuil pacC/JOeHUsl MATPUIHON ajareGpbl HAJ[ TOPOM JIJIsi BHIYUCJIEHUs €TI0 KJiacca
n3omopduzma. Paznen npumeuanuii CBA3bIBAET 9TH KOHIENINN ¢ OOITEeil Teopueil ormepaTopHoii aaredphl.
Mpl numem st MATEMaTUKOB, He sIBJISIIONmMXCcs dKcnepramu B C™-ajrebpe.

KimroueBsblie ciioBa: TomoJiorusi paccioenus, KoHcrpykius [enbdanna—Haiimapka—Curana, Henpuso-

JUMOe IIpe/icTaB/IeHue, CIIEKTPaJIbHOE Pa3JI02KEeHUEe.
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1. Introduction

Let @ be a reduced indecomposable root system, ®(F') be a Chevalley group of type ® over
the field F' generated by the root subgroups

2 (F) = {z,(t) |t e F}, €.

We call a carpet of type ® of rank | over F a collection of additive subgroups 24 = {2, | r € ¥}
of the field F' with the condition

Cijrs WA C Ay i, 7, 8,0r +js €@, 0,5 >0, (1)

where 2. = {a’ | a € 2.}, and constants C;; s are equal to +1, £2 or 3. Inclusions (1) come
from the Chevalley commutator formula

[l‘s(u),l‘r(t)] = H xir-i—js(cij,rs(_t)iuj)v T, s, ir + js € ®. (2)

i,7>0

Every carpet 2 defines a carpet subgroup ®(2() generated by the subgroups z,.(2,.), »r € ®. A
carpet 2 is called closed if its carpet subgroup ®(2() has no new root elements, i.e., if

B(A) N, (F) = z,(2A,).

*nuzhin2008@rambler.ru
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The definition of a carpet used here was given by V. M. Levchuk [1] (see also [2, question 7.28]),
and in [3] he described irreducible carpets of rank greater than 1 over field F, at least one additive
subgroup of which is an R-module, where F' is an algebraic extension of the field R, under the
assumption that the characteristic of the field F is different from 0 and 2 for types By, Cj, Fy,
and for the type Gz is different from 0, 2 and 3. It turned out that, up to conjugation by a
diagonal element, all additive subgroups of the carpet coincide with one intermediate subfield
between R and F. We call such carpets constant. A similar problem for carpets of type Gs
over a field of characteristic 2 and 3 was considered by S. K. Franchuk and she established that
non-constant carpets appear in characteristic 3 [4]. We have proved that in the remaining case
of characteristic 0 for the type G5 only constant carpets are possible.

Theorem 1. Let A = {A,. | r € ®} be an irreducible carpet of type G over a field F of
characteristic 0, with at least one additive subgroup A, which is an R-module, where F is an
algebraic extension of the field R. Then, up to conjugation by a diagonal element, all additive
subgroups A, coincide with some intermediate subfield P between the fields R and F'.

2. Preliminary results

The group ®(F) increasing to the extended Chevalley group $(F ) by all diagonal elements
h(x), where x is a F-character integral root lattice Z®, that is, a homomorphism of the additive
group Z® into the multiplicative group F* of the field F' [5, Sec. 7.1]. Any F-character x is
uniquely defined by the values at the fundamental roots, so for any r € ® and t € F'

h()z- (R0 ™ = 2 (x(r)t). ®3)
The next lemma states that the equality (3) fits naturally with the definition of carpet.

Lemma 1 ([6], Lemma 1). Conjugating the carpet subgroup ®(21) with the diagonal element
h(x), we obtain the carpet subgroup

h(X)PA)h(x) ™" = ),

defined by the carpet
A ={A, | red}, where A, = x(r)2,.
It is natural to call the carpet 21’ from Lemma 1 conjugate to the original carpet 2, and we
can talk about conjugate carpets without relating them to carpet subgroups. Therefore, such

statements are permissible. "Up to conjugation by a diagonal element, the carpet 2l coincides
with the carpet 2A’."

For a root system of type Az (see Fig. 1), there is one kind of commutator formula

[0 (t), 26(u)] = Zatp(Htu).

Therefore, the carpet conditions have only one form 2,2, C Ay p.
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b a+b

—a—b =b
Fig. 1

For a root system of type G2 (see Fig. 2), there are four kinds of commutator formulas

[2a(t), 26(u)] = Tarts(EFt0)T20-15(EU) T3040 (£ 1) 30420 (£70), (4)
[2a(t), Tats(w)] = T2045(E280) 23046 (£ 1) 230425 (£3t0?), (5)
[0 (t), 22015(w)] = Z3a16(£3tu), (6)

[2(t), 3046 (u)] = T3at2n(Etu). (7)

So that, in this case, the carpet conditions look more impressive than for other types of root
systems, and the formulas (4), (5), (6), (7) provide, respectively, the following forms

AoAp C A, A2Ap C Aoy, Ay C Aggpp, AT C Asgpop,

22[(1,2[(1,+b g 9’[2(1-&-1)7 Smima-&-b g 9’[3(L+b7 32[(19[54.{; g 2[3(1,4-2?)’
3Q[a912a+b g Ql3a+b,

ApAza+p € Azat20-

3a + 2b
A

b a-l—b 2a+b 3(l+b

—2a—0b —a—>b

Y/

—3a —2b
Fig. 2

The proof of the following lemma is elementary, so we omit it.
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Lemma 2. Let F be an algebraic extension of the field R and A is a subring of the field F which
is an R-module. Then A is the field between R and F'.

Lemma 3. Let A = {A, | r € @} be an irreducible carpet of type Az over a field F, {a,b} is the
fundamental system for ® and let 1 € A_,NA_y and the additive subgroup A,4p is an R-module,

where F' is an algebraic extension of the field R. Then all A, coincide with some fized subfield
of the field F.

Proof. By [3, Lemma 3] all 2, coincide with some fixed subring of the field ', and by Lemma 2
this subring is a field. The lemma is proved. O

3. Proof of Theorem 1

Up to conjugation, diagonal elements can be assumed to be 1 € _, NA_;. Then, by virtue
of the carpet conditions, from the commutator formula (4) we obtain 1 € 2, for all » € ®~.
Without loss of generality, we can assume that 2,45 or As,49p is an R-module. Since the field
R has characteristic 0, then for any non-zero integer n we use the equality n2l, = 21, without
mentioning in case when the additive subgroup 2, is an R-module.

Let A4, be an R-module. Due to the carpet conditions 22A_, ;R4 € A, and
2o Aogip C Agyp we get the inclusions Aog+p C A, and Aogyy € Agqp respectively. Hence,
due to the carpet condition 2,20+, C Aog4p it follows that Ao,4p is a ring, and by virtue of
Lemma 2 it is a field. In particular, 1 € 5,15. Therefore, due to the carpet conditions from the
commutator formula (4), replacing the pair of roots (a,b) with the pairs (2a 4+ b, —3a — b) and
(2a+b, —3a— 2b) we obtain 1 € ,. for all r € ®. Let Ag,1p = P. From the six carpet conditions
of type 22,2, 1+p C Aoq+p we obtain the equalities 2, = P for all short roots of r. By Lemma 3,
all additive subgroups 2, indexed by long roots r coincide with some fixed field Q). Now, from
the carpet conditions A,y C Agyp and A, Asq 1y C Ase4p we obtain the inclusions Q C P and
P C @ respectively. Thus, in this case we have established that all additive subgroups of the
carpet coincide with the field P.

Let Asq425 be an R-module. By Lemma 3, all additive subgroups 2, indexed by long roots
r coincide with some fixed field P. In particular, 1 € 2A3,49,. Therefore, due to the carpet
conditions from the commutator formula (4), when the pair of roots (a,b) is replaced by the
pairs (—2a — b, 3a + 2b) and (—a — b, 3a + 2b) we get 1 € A, for all r € ®. Further, just as in the
previous case, we obtain that all additive subgroups of the carpet coincide with the field P.

The theorem is proved.

This work is supported by Russian Science Foundation, project 22-21-00733.
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HenpuBoaumbie KOBPbI a A ANTUBHBIX NOArpyIIn tumna Go
HaJ noJjieM xapakTepuctukm 0

AxoB H. Hy>xkxun

EmuzaBera H. TposiHckas
Cubupckuii delepalibHbIl YHUBEPCUTET
Kpacnospck, Poccuiickas @eneparus

Awnnoranus. lokazano, yro Jyio6oil HenpuBoauMbIii KoBep Tuna Go Haj noseM F' xapakrepucruxu 0,
xoTsl 6BI O/THA aJIUTUBHAS IOATPYIIIa KOTOPOro siBjsiercss R-moxynem, riue F' — anrebpandeckoe paciim-
penre mosist R, ¢ TOYHOCTBIO [0 CONPSIKEHUsI TUArOHAJIBLHBIM JIEMEHTOM ompegessier rpynmy [lleBase
Tuna G2 HaJ NPOMEXKYTOYHBIM Moj(osieM Mexay R u F.

Kuarouesrie cioBa: rpynmna lllesasnse, KoBep a JUTUBHBIX IIOAIPYIII, KOBPOBasl IOAIPYIIIA.
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Abstract. This paper investigates the existence and uniqueness of solutions to boundary value prob-
lems involving the Caputo fractional derivative in Banach space by topological structures with some
appropriate conditions. It is based on the application of topological methods and fixed point theorems.
Moreover, some topological properties of the solutions set are considered. Finally, an example is provided
to illustrate the main results.

Keywords: fractional derivatives and integrals; topological properties of mappings, fixed point theo-
rems.

Citation: T.A.Faree, S.K. Panchal, Existence and Uniqueness of the Solution to A class of Fractional
Boundary Value Problems using Topological Methods, J. Sib. Fed. Univ. Math. Phys., 2022, 15(5),
615-622. DOI: 10.17516/1997-1397-2022-15-5-615-622.

Introduction

Fractional differential equations have been verified to be effective modeling of many phe-
nomena in several fields of science, for more details see Kilbas et al. [9], Miller and Ross [10],
Podlubny [11], Agnieszka and Delfim [3]. Topological methods are one of the important tools
that require weakly compact conditions rather than strongly compact conditions. In fact, the
use of topological methods closely to study the existence of solutions for fractional differential
equations in the last decades, see [6,7,13-16]. The fractional differential equations in Banach
space are finding increasing consideration by many researchers such as Agarwal et al. [1, 2],
Balachandran and Park [4], Benchohra et al. [5] and Zhang [19]. In 2006, Zhang [20], considered
the existence of positive solutions to nonlinear fractional boundary value problems by applying
the properties of the Green function and fixed point theorem on cones. In 2009, Benchohra
et al. [5], examined the existence and uniqueness of solutions to fractional boundary value prob-
lems with nonlocal conditions by fixed point theorem. In 2012, Wang et. al [17,18], obtained the
necessary and sufficient conditions for the fractional boundary value problems via a coincidence
degree for condensing maps in Banach spaces. In 2015, the result was extended to the case for
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fdrpanchalsk@gmail.com
(© Siberian Federal University. All rights reserved
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solutions to a fractional order multi point boundary value problem by Khan and Shah [8], who
intentioned sufficient conditions for the existence of outcomes for a boundary value problem.
In 2017, Samina et al. [12], studied the existence to solutions for nonlinear fractional Hybrid
differential equations through some results about the existence of solutions and the Kuratowski’s
measure of non-compactness.

Stimulated by some of the mentioned results, our aim of this paper is to generate some new
results about the following boundary value problem (BVP) for fractional differential equations
involving Caputo fractional derivative with topological methods and fixed point theorems in
Banach space X.

{ “Dix(t) =E&(t,x(t) teJ=10,7], 0<g<1, (1)
B (0) +yx(r) = p,
where “D? is the Caputo fractional derivative, £ : J x X — X is a continuous function.

C(J,X) will be a Banach space of all continuous functions from J into X with the norm
llz]|c := sup{||lx(®)|| : z € C(T,X)} for t € J. B,7, i are real constants satisfy S+ vy # 0.

1. Preliminaries

In this section, we recall some of the basic definitions, propositions and basic theorem that
will be used in this paper.

Definition 1.1 ([10]). The ¢** fractional order integral of a continuous function & on the closed
interval [a,b], is defined as

TiE() = oy | (= o) el )

where I' is the gamma function.

Definition 1.2 ([10]). The ¢'* Riemann-Liowville fractional-order derivative of a continuous
function & on the closed interval [a,b], is defined as

1 d

(DLW = oo ()" [ (6= 97 e, Q

(n—q)
where n = [q] + 1 and [q] is the integer part of q.

Definition 1.3 ([10]). For a given continuous function & on the closed interval [a,b], the Caputo
fractional order derivative of £, is defined as

1

(DLW = gy [ (=56 (s, ()

where n = [¢] + 1.

Theorem 1.1 (Banach contraction mapping principle, [21]). Let X be a complete metric space,
and ¥ : X — X is a contraction mapping with a contraction constant IC, then ¥ has a unique
fized point.

Theorem 1.2 (Schaefer’s fixed point theorem, [21]). Let K be a non-empty convex, closed and
bounded subset of a Banach space X. If ¢ : K — K is a complete continuous operator such that
W(K) C X, then ¢ has at least one fized point in K.
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Definition 1.4 ([14,21]). Let Q C X and F : Q — X be a continuous bounded map. One can
say that F is a-Lipschitz if there exists k > 0 such that

a(F(B)) € ka(B) (V) B C Q bounded.
In case, k < 1, then we call F is a strict a-contraction. One can say that F is a-condensing if
a(F(B)) < a(B) (V) B C Q bounded with a(B) > 0.
We recall that F : Q — X is Lipschitz if there exists k > 0 such that
[Fe = Fyll <Ellz —yll (V) 2,y €€,
and if k <1 then F is a strict contraction.

Proposition 1.1 ([14,21]). If F,G : Q — X are a-Lipschitz maps with the constants k, K
respectively, then F + G : Q — X is a-Lipschitz with constant k + k .

Proposition 1.2 ([14,21]). If F : Q — X is compact , then F is a-Lipschitz with zero constant.

Proposition 1.3 ([14,21]). ) If F : Q — X is Lipschitz with a constant k, then F is a-Lipschitz
with the same constant k.

2. Main results

Definition 2.1. If x € C(J,X) satisfies the equation “Dix(t) = £(t,x(t)) almost everywhere on
J, and the condition Bx(0)+~yx(T) = p then x is said to be a solution of the fractional BVP (1).

In order to discuss the existence and uniqueness solutions to BVP(1), we require the following
assumptions:
[H1] £ : T x X — X is continuous.
[H2] For each t € J and all z,y € X, there exists constant § > 0 such that

1€, ) = &, y)l| < 6|z — yll

and

oL+ i)
I'(g+1)

[H3] For arbitrary (t,x) € J x X, there exist d1,d2 > 0, g1 € [0,1) such that

< 1.

1€, 2) || < Gufl]|* + 02
Lemma 2.1. The fractional integral equation

S t —8)17 ¢ (s, 2(s S—LL TT—sq_l s,x(s))ds —
o) = s | (4= eats = s [ = s ae)ds - e T )

has a solution x € C(J,X) if and only if x is a solution of the fractional BVP (1).

Proof. First, suppose that x € C(J,X) satisfies BVP(1), then we have to show that z is also a
solution of FIE(5). We have,

o) =2(0) = i [ (=9l ale))as (6)
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Then,

q
By the boundary conditions Sx(0) + vx(7) = u, we get

S i TT—Sqfl s,x(s))ds
20) = A~ G [, 9 o) B A0 M)
Replacing in equation(6), we get
N il TT—sq_l s,2z(s))ds 1 t —8)T (s, 2(s))ds

Conversely, suppose x € C(J, X) satisfies FIE(5). If t = 0 then S2(0)+~x(7) = p. Fort < 7€ J
using the facts that the Caputo fractional derivative D} is the left inverse of the fractional
integral Z; and the Caputo derivative of the constant is zero, we can get “Dixz(t) = £(¢, z(t))
which completes the proof. O

Lemma 2.2. The operator F : C(J,X) = C(J,X) defined by;

b t —5)17 ¢ (s, 2(s sfLi TTfsqfl s,z(s))ds —
Fo)) = g [ €= 9 elatonds - g |5 [ o eCalods -

s continuous and compact.

Proof. In order to prove the continuity and compactness of F. Consider a bounded set D, :=
{llz]| < r:2 € C(J,X)}. Let {x,} be a sequence of a bounded set D, C C(J,X) such that
|z, — z|| = 0 as n — co. we have to show that | Fz,, — Fz| — 0 as n — oco. It is obvious that
I€(s, zn(s)) — &(s,2(s))|| = 0 as n — oo due to the continuity of &. Using [H3], we get for each
teJd,

1€(s, zn () = £(s, 2(s)) | < [1€(s, zn ()] + 16 (s, 2 ()| < 2(01[r|*™ + b2).

As the function s — 2(d1|r|?* + d2) is integrable for s € [0,¢t], ¢ € J, by means of the Lebesgue
Dominated Convergence theorem

/0 (t — )17 €(s, 2n(5)) — E(s,2(s))||ds — 0 as n — oo.

Then, for all t € J

1

[(Fzn)(t) = (F) (@) < @/0 (t =) [IE(s, 2n(s)) — &(s,2(s)) lds+

L Tr_sq_l sz (s) — E(s. 2(s s s 1 o
i [ =T s (9) — € a9 s = 0 a5 0 = .

Which implies that F is continuous.
Let {z,} be a sequence on a bounded set M C D,, for every z, € M.

I -1
170l < 75 / (t — )7 |E(s, 2 (5)) ds-+

_ b T e ]
i | T e ol + G ey
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Consequently, by assumption [H3| we can deduce that

1 t
Fxp, <—/ t— $)97 01 ||z || T + Oo]ds+

|7| (q) / (7— - S)qfl[(slngj‘n”ql +62]d5 + ‘,U|
0

|8+~ 1B+]
[6179% + 02] [/t 1 1] T 1 } |l
R — t—s)"ds+ T—35)1""ds| + , t<T€eJ.
OB Braly 7% B
Thus,
kol )Tq(517"‘“ +d2) |l
Fr|| <1+ = 8
7 < (14 Bl ) R+ e ®)

Therefore (Fzy,) is uniformly bounded on M. Hence, (M) is bounded in D, C C(J, X). Now,
we need to prove that (Fx,,) is equicontinuous. For t1,t2 € J,€e > 0 and ¢; < ta, let p = p(e) > 0
such that ||t2 — ¢1|| < p. Consider

<

|(Frn)(t2) — (Fara) (1)) < Hr(lq) / 2<t2—s>q—1f<s,xn<s>>ds—ﬁ / (t1— )7 €(s, 2 (s))ds

1 t1 - -
g@/o [(t = )77 = (82 — )7 ] €(s, 2n(5)) 1 ds +

Consequently, by assumption [H3| we get

[(Fzn)(t2) = (Fan)(01)] <

1

I(g) / (t2 = 8)" 7 E(s, 2n(s)llds.

1 [ 1 [t
< )4l (4, — g)a ] q _g)q1 q <
S F(q) /O [(tQ S) (tl S) ](51||$n|| —+ 52)d$ + F(q) Zl (t2 S) (51||$n|| + 52)d$ S
((517“11 + 52) |:t(1] 2(t2 — tl)q tg 2((517’(11 + 62) 2pq(61,’,q1 + (52)
— + — 2l — ()i —L =
I'(q) q q q I'(g+1) (2= t1) I'(g+1)

Therefore, (Fz,) is equicontinuous. Since F is uniformly bounded and equicontinuous on
C(J,X), then applying the Arzela Ascoli theorem, we get that F(M) is a relatively compact
subset of C(J,X). Hence, F : C(J,X) = C(J, X) is compact. O

Remark 2.1. As we proved F : C(J,X) — C(J,X) is compact in Lemma (2.2). Consequently,
by Proposition (1.2) F is a— Lipschitz with zero constant.

Theorem 2.1. Assume that [H1] — [H3] hold then the fractional BVP (1) has at least one
solution.

Proof. Tt is clear that, the fixed points of the operator F : C(J,X) — C(J, X) are solutions of
BVP (1). Since the operator F : C(J,X) — C(J,X) is continuous and completely continuous
then we will prove that S(F) = {x € C(J,X) : © = kFz, for some k € (0,1)} is bounded. For
x € S(F) and k € (0,1), we have

q q1
||35|=k|]-'x||<<1+ ol )T(élr + 63) M

B+71) T(g+1) 1B+~

The above inequality with ¢; < 1 and equation (8), show that S is bounded in C(7, X). Thus,
by Schaefer’s fixed point theorem, we can conclude that F has at least one fixed point and the
set of fixed points of F is bounded in C(J, X) . O
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Remark 2.2. If [H1] — [H3] hold and F : C(J,X) — C(J, X) is a linear operator then the set
of solutions of the fractional BVP(1) is convex.

Theorem 2.2. Assume that [H1] — [H3] hold then the fractional BVP(1) has a unique solution
xelC(J,X).

Proof. According to theorem (2.1), the fractional BVP (1) has a solution x € C(J,X). It is
sufficient to show that F is a contraction mapping on C(J,X) by [H2] as follows, for z,y €
C(J,X), we get

1 ¢ -1
I(fxﬂﬂ(fyﬂﬂilwqyé(tS) [1€(s, z(s)) — &(s,y(s))[|ds+

L TT_sq_l s 2(s)) — (s u(s .
+|5+7|F(Q)A( )€, 2(s)) — £(s,y(5))llds <

1 /t 1 |,.y| /‘r 1
< = t—s)T ||l —yl|lds + —————— T —8)T ||z — yllds, <
I'(q) 0( ) | H 18+ 7IT(q) Jo ( ) | |

kel ) or?
< |1+ z—y|, B+ 0.
( 1B+ F(q+1)” vl e
[~ 6t9

Thus, F is the contraction mapping on C(7,X) with a contraction constant (1 + BT"/\) INCESIE
By applying Banach’s contraction mapping principle we can conclude that the operator F has a
unique fixed point on C(J, X). Hence, BVP(1) has a unique solution in C(J, X). O

Example 2.1. Consider the following fractional BVP

i la(t)
DRt = Graa ey €O ©
0

2(0) + 2(1) = 0.

Set ¢ = %, for (t,x) € [0,1] x [0,400), we can define £(t,x) = Also, for

O+e)1+x)

1
t € [0,1] we have z(t) = ——. For z,y € [0, +00), then

9+e
x Y
t,x) — E(t,y)| = - <
'5(’”3) 5(’3’)‘ '(9+et)(1+x) (9+et)(1+y)’
gll Y ‘gl‘w‘\
10|(1+2) (d+y)| 10|0+2)(1+y)
1 1
<7 — = — .
\10|x yl =0 10’ t €0,1]
2
If g = 3 I'(g+1) = F(%) = 0.89, we have
671(1+ F) 015 )
T(q+1) 089 =

Hence, we see that all assumptions in theorem (2.1) are satisfied which means our results can
be used to solve BVP (9).
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Conclusion

We have confirmed some sufficient conditions for the existence and uniqueness of solutions for
BVP(1) based on the fixed Point theorems as well as the topological technique of approximate
solutions. In addition, we studied some topological properties of the solutions set. Finally, an
example is provided to verify our results.

The authors appreciate the referees’ time and suggestions in helping develop this paper.
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Cyl1iecTBoBaHNE 1 € IMHCTBEHHOCTH PEIleHNI KPaeBbIX 3a1a4
C ApOOHOI ITPON3BOJHOII C MOMOIILIO TOIIOJIOTMYECKIX
CTPYKTYP

Tarapug A. @apu

Vuusepcurer Babacaxeba Ambenkapa Maparsaia
Aypanraban, Unaus

q)aKyJIbTeT IIPUKJIQIHBIX HAYK

Yuusepcurer Tans

Taus, Memen

Caruin K. ITangau
Vausepcurer Babacaxeba Ambenkapa Maparsaa
Aypanraban, Uanns

Awnnoranusi. B crarbe ucciemyercs CymnecTBOBaHNE U € IUHCTBEHHOCTD PEIIEHUI KPAEBBIX 33184 C JIPO6-
HO#t mpousBoaHo KanyTo B 6aHAXOBOM IPOCTPAHCTBE C IOMOIIBIO TOIIOJIOTUIECKUAX CTPYKTYD C HEKOTO-
PBIME COOTBETCTBYOIUMHA ycIoBUsAMU. OH OCHOBAH Ha IMPUMEHEHUH TOIOJIOTUIECKUX METOOB U TEOPEM O
HENOJIBM2KHOM Touke. KpoMe TOro, paccMaTpuBalOTCsI HEKOTOPBIE TOIOJIOTUYECKUE CBOHCTBA MHOXKECTBA
pemrennii. [IpuBeien npuMep, WILTIOCTPUPYIONINAN OCHOBHbBIE PE3YJIbTATHI.

KuaroueBbie cioBa: qpoOHBIE MPOW3BOJHBIE M WHTErPAJIbI; TOMOJOIUYIECKHE CBONCTBA OTOOpPaKEHUIL,
TEOPEeMbI O HEMOABUKHOI TOUKE
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Abstract. The problem of two-dimensional unsteady flow of two immiscible incompressible binary
mixtures in a cylindrical capillary in the absence of mass forces is studied. The mixtures are contacted
through a common interface on which the energy condition is taken into account. The temperature
and concentration of mixtures are distributed according to the quadratic law. It is in good agreement
with the velocity field of the Hiemenz type. The resulting conjugate boundary value problem is a non-
linear problem. It is also an inverse problem with respect to the pressure gradient along the axis of the
cylindrical tube. To solve the problem the tau-method is used. It was shown that with increasing time
the solution of the non-stationary problem tends to a steady state. It was established that the effect of
increments of the internal energy of the inter-facial surface significantly affects the dynamics of the flow
of mixtures in the layers.
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Introduction

The energy exchange between volume phases and a transition layer between them can lead
to the inhomogeneous temperature distribution along the inter-facial surface. The mechanism
of formation of the Marangoni stresses has been known for quite a long time. It implies that
temperature gradient along the interface can arise and be maintained due to local increments of
the internal energy of the inter-facial surface [1]. The temperature gradient, in turn, leads to the
concentration gradient in the liquid mixture (these are the effects of thermodiffusion) [2].

For many liquids the surface tension is well approximated by a linear function. In this case
energy condition is simplified to the following form [3,4]:

004 001
k267n - klain = %GVI‘ - u, (1)
where &2 = —00 /00, 0 = o(0,¢c) is the surface tension coeflicient that depends on temperature

and concentration; ki, ko are the coefficients of thermal conductivity; n is a unit vector of the
normal to the interface of liquids I directed into the second liquid; Vi = V — (n-V)n is a
surface gradient; § = 6; = A3, u = u; = uy are pairwise coincident values of temperatures and
velocity vector of both liquids on I'; Vi - u = divr u is a surface divergence of the velocity vector
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u. According to the condition (1), changes in the surface internal energy induce corresponding
changes in heat flows through the interface I'.

For ordinary liquids at room temperature the effect of changes in the internal energy of
the inter-facial surface on the formation of heat fluxes, temperature fields and velocities in its
vicinity is insignificant in relation to the viscous friction and heat transfer [1]. However, at
sufficiently high temperatures when the viscosity and thermal conductivity of ordinary liquids
decrease significantly and for liquids with low viscosity increments of the internal energy of the
inter-facial surface can have a significant impact on the dynamics of the flow [5]. The influence
of changes in the internal energy of the inter-facial surface on the movement of liquids was
studied [6-9].

A mathematical model that describes the two-layer unsteady thermodiffusion motion of bi-
nary mixtures in a cylindrical capillary in the absence of mass forces is considered in this paper.
The mixtures are in contact through a common interface on which the energy condition is taken
into account. The mechanism of influence of changes in the surface internal energy on the dy-
namics of the flow of binary mixtures in layers is studied. A similar geometry in the case of
steady motion of mixtures was studied [10]. The non-linear stationary problem was reduced to
a system of non-linear algebraic equations which was solved by the Newton method.

1. Statement of the problem

A two-dimensional unsteady axisymmetric flow of two immiscible incompressible binary
mixtures in a cylindrical tube of radius Ry is considered. The temperature of the system
is kept constant. Binary mixtures occupy domains Q; = {0 < r < Ry,|z| < oo} and
Q9 = {R; <7 < Ry,|z| < oo}, where r, z are radial and axial cylindrical coordinates. Here, the
common interface of binary mixtures is at r = Ry = const, and the solid wall is at » = Ry = const.
Values related to the regions 2; and {25 are denoted by the indices 1 and 2, respectively. It is
assumed that the characteristic transverse size of domain )5 is small compared to the radius of
domain Q4 so Rs — Ry < Ry (Fig. 1).

Fig. 1. Schematic of the flow domain

Binary mixture is characterized by constant conductivity k;, specific heat capacity cp;, dy-
namic viscosity p;, density p;, coefficient of thermal conductivity x; = k;/pjcp;, kinematic
viscosity v; = pj/p; (hereinafter, j = 1,2). The influence of gravity is not taken into account.
It can be justified for a narrow capillary.

Taking into account the effect of thermal diffusion, the defining equations of motion, heat
and mass transfer have the form
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1 uj
Ujt + UjUjr + WiUjy + — Pjr = Vj (Auj — 7) ,
Pj r
Wit + U;Wjr + WiW;jz + fpjz = Vjij,
u P 2)
J
Ujr+7+wjz =0,
Oje +u;ibir + w;0;. = x; A0,
Cjt + UjCjr + WjiCj, = deCj + Oéjde@j,

where u;, w; are projections of the velocity vector on r, z axis of the cylindrical coordinate
system, respectively; p; is the pressure in the layers; 0, c¢; are deviations of temperature and
concentration from the average values 0y, co; A = §%/0r? + r=19/0r + 82/0z? is the Laplace
operator; d;, a; are diffusion and thermal diffusion coefficients, respectively. Generally speaking,
these coefficients depend on temperature and concentration. However, using assumptions given
above, one can consider that they have constant values corresponding to the average values of
temperature and concentration. Let us note that the diffusion coefficient is always positive. The
thermal diffusion coefficient can be either positive or negative. It depends on the type of a mixture
and on the average temperature and average concentration of the selected component [11]. Tt is
assumed that ¢ in system (2) is the concentration of a light component.
It is assumed that inter-facial tension coefficient depends linearly on temperature and con-
centration:
o(8,¢c) =09 —@1(0 — 0y) — eea(c— cp). (3)

Here &, > 0 is the temperature coefficient, a5 is the concentration coefficient of the surface
tension (usually & < 0, since the surface tension increases with increasing concentration).
The solution of the problem is taken in the special form:

Uj = Uj(?", t)7 Wi = Zvj(T7 t)a Dj :pj(T,Z,t),
(4)

0; = a;(r,t)z? + bj(r,t), c¢;j =hi(r,t)z*+g;(r,t).

In this representation, the velocity field corresponds to a solution of the Hiemenz type [12]. In
this case, temperature ¢; takes an extreme value at the point z = 0: the maximum value when
a;(r,t) < 0 and the minimum value when a;(r,¢) > 0. A similar interpretation was obtained for
the concentration of ¢;. One should only consider function h;(r,t) instead of a;(r,t).

Substituting (4) into equations of motion (2) and separating the variable z, one can obtain
the following system for unknown functions w;(r,t), v;(r,t), p;j(r,t), a;(r,t), bj(r,t), h;(r,t),
9j (r,t)

1 U,
gt + Uyt + - Pir = vy (e + —wjr = 3, (5)
o1 1
2(vje + ujvje +05) + ;pjz = 20j(Vjpr + - Vjr), (6)
J
u;
Ujr+7+11j:07 (7)
1
ajt +ujaz + 2v5a; = xj(azr + - ajr), (8)
1
bjt + Ujbjr = Xj (bjrr + ; bjr + 2aj), (9)
1 1
hje + wjhje + 205k = dj(hjer + — hye) + ajd;(ager + — ajr), (10)
1 1
gjt + uigjr = dj(gjrr + ~9ir 2h;) + o dj(bjrr + - bir £ 2a;). (11)
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The pressure gradients (p;r,p;j.) can be expressed from equations (5), (6):

1 U
pjr = pv;(wjrr + - Uir — r%) — pj (uje + uj ujr), (12)
1 2
Djz = Z[pj’/j (Ujrr + ; vjr) — pPj (”th + Uj Vjy + ’Uj )] (13)

Conditions for the compatibility of equations (12), (13) are satisfied identically: pj,.=p;.r =0.
Hence it follows that pressure in the layers can be restored:

2
Dj :*ijj(t)%+5j(7"vt)» (14)

where the derivative of function s;(r, t) with respect to r is exactly the right hand side of equation
(12). Integrating this equation, we obtain the following representation of functions s;(r,t)

1 0 " 1
Sj(ﬁ t) = ijj(uJ*T + - ’LLj) — Py <a / ugdr + ~ u?) + Sj(t). (15)
T t 0 2

Functions v;(r, t) are determined from the equation:
9 1
Vst + UV + vj = v (Uger + —vge) + f5(1)- (16)

It follows that flow in the layers is induced by longitudinal pressure gradients f;(t), j = 1,2.
These are unknown functions to be defined along with functions v;, a;, b;, h;, g;. Therefore, we
have an inverse problem.

Conditions on the solid wall (r = Ry) are

UQ(RQ,t) = O, 'UQ(RQ,t) = 0, GQ(RQ,t) = ag(t), bQ(RQ,t) = bg(t), (17)

hor(Rz,t) + azag,(Ra,t) =0,  gop(Ra,t) + azba,(R2,t) =0, (18)

with the specified functions as(t), ba(t).

The inter-facial surface is assumed to be cylindrical and non-deformable. To do this, it is
enough to require that Weber number We — oo. Then taking into account this requirement and
relation (3), we have the following boundary conditions at r = R;:

u1(Ry,t) = ua(Ra,t), wvi1(R1,t) = va(Ry,t); (19)

a1 (Ry1,t) = aa(Ry,t), bi(Ry,t) = ba(Ry,t); (20)
hi(Ry,t) = ha(R1,t), g1(R1,t) = g2(R1,t), (21)
pavar(Ry,t) — prv1e(Ry,t) = —2[ee1a1(Ry,t) + &ohy (R, t)]; (22)
dy[h1-(R1,t) + @ra1-(R1,t)] = dalhor(R1,t) + asag,-(Ry,t)]; (23)
di[g1r (R, 1) + arbyp (R, 1)] = dalgar (R, t) + azbar(Ra, 1) (24)
kaagr(R1,t) — k1a1,(R1,t) = ®1a1(Ry, t)v1 (Ry, t); (25)
kabor(Ry,t) — k1b1-(R1,t) = a1b1(Ry, t)v1 (R, t). (26)

Relations (25), (26) are energy condition on the interface of two binary mixtures. It can be
interpreted as follows: a jump in the heat flow in the direction of the normal to the interface (at
r = Ry) is compensated by the change in the internal energy of this surface. In turn, this change
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is associated with both the change in temperature (specific internal energy) and the change in
the area of the interface [13].

In addition, it is necessary to require the boundedness of functions on the axis of the cylindrical
capillary (r = 0):

lu1(0,1)] < oo, |v1(0,t)] < oo, |s1(0,t)] < o0,

(27)
|a1(0,t)| < oo, [b1(0,t)] < oo, |h1(0,t)] < oo, |g1(0,t)| < oco.
Initial conditions at ¢ = 0 are
uj(r,0) = ujo(r), v;(r,0) =wvjo(r), a;(r,0)=ajo(r), b;(r,0)="0bjo(r); (28)

hj(r,0) = hjo(r), g;(r,0) = gjo(r), s;(r,0) =sj0(r), f;(0)= fjo = const.

Let us note that functions u;o and vjo should be constrained according to continuity equation
(7); functions hjo, ajo should be constrained according to conditions (18), (23); functions g,o,
bjo should be constrained according to conditions (18), (24); functions vj;g, @19, hip should be
constrained according to condition (22); functions vig, ajo should be constrained according to
condition (25), and functions vy, bjo should be constrained according to condition (26). Thus,
the compatibility conditions are fulfilled.

2. Formulation of the problem in dimensionless variables

It should be noted that equations (7), (8), (10), (16) are independent of the others and they
form a closed subsystem for defining functions v;(r,t), a;(r,t), h;j(r,t) and f;(t) (j = 1,2). After
solving it, functions b;(r,t), g;(r,t) can be determined from equations (9), (11), and functions
sj(r,t) can be uniquely determined from relation (15). Taking into account conditions (27)
and adhesion on the solid wall (17), we integrate continuity equation (7) and exclude wu;(r,t)
in equations (8), (10), (16). Then one needs to find only functions v;(r,t), a;(r,t), h;(r,t) and
fj(t). We introduce dimensionless variables and functions

r R v R3v;
5:77 R:i>]—7 7:7127 j = 1Ja
Rl Rl R1 Ma %1
(29)
a; h; Rif;
Aj=20, Hj=-, Fj= 1fj27
90 Co Ma 141
where 6y, cg are the characteristic temperature and concentration.
The main similarity criteria in the problem under consideration are
se10oR3 seaco R3 ; ; 0
Ma: 170 1, MCZ 2¢0 1, Prj:i, SC]‘:ﬁ, Srj:ajo,
20 MoV X d; djco (30)
1 2 k1 dy Mc e
M = —_— s V= — , If = —_— s d = —_— ) = —_—— .
M2 1) kz d2 Ma %190

Here Ma is the thermal Marangoni number, Mc is the Marangoni concentration number, Pr; is
the Prandtl number, Sc; is Schmidt number, Sr; is the Soret number.

We obtain a nonlinear inverse initial-boundary value problem in the domain of the spatial
variable £. When j = 1 it varies from 0 to 1, and when j = 2 it varies from 1 to R.

For 0 < £ < 1 we have

1

Ki(Vi,F1) = Vige + ¢

3
Vie — Vi + M? Vie / EVi(€,7)dE — MaV2 + Fy(r) =0,  (31)
0
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1 1 Ma ¢
S1(Vi,Ap) = P (z‘hgg + A15> — A+ 71415/ EVi(§,7)d§ — 2MaA, vy = 0;
Iy 3 3 0
1 1 SI‘1 1
(i, AL H) = — | H H 21(A Ay ) — Hy,
1(Vi, Ar, Hy) Sey < 1554—5 15) + Se ( 1gg+f 15) 17+

Ma ¢
+?H1£/ fvl(é.,T)dg*QMaHlV‘l:O
0

For 1 < ¢ < R we have

1 1 Ma R
Ky(Va, Fy) = o <V2£€ + £V2§) —Vor — a V%/E EVa(€,7) dE — MaVy + Fy(7) =0,
1 1 Ma R
Sy (Va, Ag) = Prav Asge + EA% — Agr — = Ao A EVa(&,7) dE — 2MadA, Vs = 0;

1 1 Sr 1
T5(Va, Ag, Ho) = Seav <H255 + £H25> + V;V <Azgg + §A25> — Hyr—

R
_%@H%/ €V (£,7) dE — 2MaHaVy = 0.
3

Then the following conditions are satisfied on the solid wall (£ = R)

as(7)

6o

Vao(R,7) =0, As(R,7)= Hoe(R,T) 4+ SraAge (R, 7) = 0.

On the interface (£ = 1) we have

1 R
M) =nn, [ eend=o [ eaEnd=o
0 1
Al(l,T):Ag(l,T)7 H1(17T):H2(].,T),
‘/25(177—) - p"/lf(lvT) = _Q[Al(lvT) + MHl(laT)]’
d[HlE(l,T) + SI‘1A1§(17T)} = Hgg(l, T) + SrgAgg(l,T),

AQ;;.‘(].,T) — kAlg(].,T) = EAl(l,T)Vl(l,T),

The conditions of boundedness of functions are set on the axis of symmetry:
[V1(0,7)] < o0, |A1(0,7)] < o0, |H1(0,7)] < o0.
The initial conditions at 7 = 0 are
Vi(€,0) = Vjo(§),  A;j(&,0) = Ajo($),
H;(&,0)=H;o(§), F;(0)= Fjp= const.
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(37)

(38)
(39)
(40)
(41)

(42)

where parameter E = 230y R?/usks characterizes the significance of the process of release or
absorption of heat at local increments of the area of the inter-facial surface for the development
of convective motion near this surface. The mechanism of local change in the internal energy of
the interface should be taken into account for most conventional liquids at elevated temperatures
or for liquids with reduced viscosity, for example, for some cryogenic liquids. Calculations carried
out for physical parameters of various liquids and phase interfaces showed that £ = O(1) is quite
realistic [5].
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Note that the integral redefinition conditions in (38) are used as additional ones when solving
the inverse problem and they are nothing more than a closed flow condition. They play an
important role in finding unknown longitudinal pressure gradients F;(7) in layers of binary
mixtures.

Let us consider the creeping unsteady flow of binary mixtures (this is a linear problem).

Let us assume that the thermal Marangoni number Ma <« 1 (a creeping motion) and
Ma ~ Mc, that is, thermal and concentration effects on the interface £ = 1 are of the same
order. Then the equations of momentum, energy and concentration transfer are simplified by
discarding convective acceleration. As a result, the conjugate inverse initial-boundary value
problem becomes linear. However, such problem cannot be solved consistently because of the
non-linearity of energy condition (42).

3. Derivation of a finite-dimensional system of first-order
ordinary differential equations

To solve non-linear problem (31)—(44) the tau-method is used. It is a modification of the
Galerkin method [14]. For further consideration, it is essential to replace the variables: £ = ¢

when j = 1and & = (£ —R)/(1— R) when j = 2 and re-assign £’ <> £. Taking into account (43),
an approximate solution is taken in the form

Z Vk R(O 1) )
AT(E,7) ZA’“ YR (¢), (45)

0,
Y HE ROV,
k=0
where R,(Co’l)(f) are shifted Jacobi polynomials. In general, they are defined in terms of Jacobi
polynomials P]ga"ﬂ)(y) as follows (o > —1,8 > —1) [15]
R (y) = B2y - 1), yeo,1] (46)

It is known that shifted Jacobi polynomials Rl(f’ﬁ ) (y) are orthogonal on the segment [0, 1]
with the weight (1 —y)®y”. Then

1
| =0 R @R 0) dy = S, (47)
0
T MNa+m+DI'(B+m+1) 5 1, k=m,
" ml(a+ B+ 2m+ Dl (a+B+m+1)7 " 0, k#m,

where I'(x) is the Euler gamma function.
In addition, polynomials R,(Ca’ﬂ)(y) form a basis in Ly(0,1) with the weight (1 —y)®y” and
they satisfy the following properties [16]

o)) o CVBERL b gy _ (ath)
REO0) = g BT = S (48)

dm R(Ohﬁ)( ): F(k+m+a+ﬂ—|—1) (a4m,B+m)
dym " Tk+ta+B+1) hm

(¥)- (49)
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Functions V}*(7), A¥(7), HF(7), Fj(7) are determined from the system of Galerkin approxi-
mations

1
(A K;(V", )R (€) €dE = 0, (50)
1
tA S; (V7 AMROD (€) € de = 0, (51)
1
| mr RS ©gde =0, =0, n-5 =12 (52)
0

Taking into account conditions (38) and property (47), we obtain that V(1) = V(1) =
Taking into account properties (48) and (49), boundary conditions take the form

Zn: Rk + 1)VE(r) =0, Zn:(_uk(m 1)Ak(r) = “29<T), (53)
k=0 k=0 0
zn:(—l)’“_lk(k: 1) (k + 2)[HE(7) + Sra A5 (7)] = 0. (54)
k=1
S VR = Y VEE), Y Ab(r) = 3 A,
k=0 k=0 k=0 k=0
(55)
> HY(r)= Y H5(71),
k=0 k=0
1 M 20 ) = 2 ) M) (56
k;:
dzn:k(mz)[ﬂl( ) + Sty Ak (- Zn:k k4 2)[HY (1) + S A (1)], (57)
k=1 k=1
lj Zk b+ 2)(Ab(r) — kAb(r) = B AK(r) Y V(). (58)
k=1 k=0 k=0

The finite-dimensional system of Galerkin approximations for functions ij (), Af (r), H Jk ()
(k=0,...,n, j =1,2) and the calculation of the resulting definite integrals over various products
of shifted Jacobi polynomials are described in detail in [17].

The system of integro-differential equations can be transformed to a closed system of first-
order ordinary differential equations with respect to unknown functions ij (1), A?(T), H Jk (1),
Fi(t) (k=0,...,n—3, j =1,2). It involves rather cumbersome treatment and it is not given
here. The initial conditions follows from (44) and (45):

VE0) =V}, A¥0)=A%, H0)=H}, F;(0)=Fj = const, (59)

J J J

where constants VJ’B, Afo, H j’?O are the coefficients of the expansions of functions
Vio(€), Ajo(€), Hjo(€) in terms of the shifted Jacobi polynomials R(O 1)(E)
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4. Numerical solution of the non-linear problem

The system of ordinary differential equations of the first order was integrated numerically
using the Runge-Kutta method of the fourth order of accuracy. Note that when using the tau
method in order to ensure the exact fulfilment of the boundary conditions it is necessary to use
a sufficient number of coefficients in the trial solution. In this case calculations were performed
for n = 10, 11, 12 in Galerkin approximations. At the same time, with an increase in n a rapid
increase in the accuracy of the solution is observed.

Some results of numerical solution are presented for the model system that consists of an
aqueous solution of formic acid (mixture 1) — transformer oil (mixture 2). According to tabular
data , the dimensionless parameters of the specified system are as follows

©=0.0898, v=0.0649, x=14, k=241, d=0.0152,
Pr; =13.8, Pry =298, Sci; =963, Sco =225,
Sry =6, Srp=7, Ma=20, Mc=15.

The following parameter values were also used: R = 1.5, £ = 0.7.

Fig. 2 shows the results of calculations of the velocity field. Function V;(&,7) and the radial
velocity profile U;(&,7) are shown at various points in time. Analysing this result, we came
to the conclusion that solution of a non-stationary problem with increasing time tends to the
stationary mode obtained by solving the non-linear problem by the Newton method [10]. In
turn, the pressure gradients F;(7) in the layers are stabilized with time and they converge to
the values F; = —1.78305, Fy, = —71.22054. Calculations show that the pressure gradient in the
second layer significantly exceeds the pressure gradient in the first layer in absolute value. This
is because transformer oil is more viscous compared to the aqueous solution of formic acid. The
greater is viscosity of the liquid the smaller is its mobility. Consequently, much greater pressure
forces are required to cause movement in the second layer.

0.5 005

0.2
004 -
015
0.1 0o3F

0.os

oozt
g o y

005 oo b

a1 0

015
001t

02

035 : L 002 : :

0 0s 1 15
B o 05 P 1 15

Fig. 2. Plots of functions V;(§,7) and U;(§,7) at various points in time: 1 — 7 = 0.08, 2 —
7=04,3-7=121,4-7=142,5-17=00

It is of interest to consider how the change in the internal energy of the interface affects the
flow pattern of binary mixtures. As a result of calculations it was found that with an increase in
the energy parameter E at a fixed 7 the absolute values of function V; (¢, 7) decrease (see Fig. 3).
One can be concluded that the effects associated with the heat of formation of the inter-facial
surface contribute to a decrease in the intensity and laminarization of the flow near this surface.

Note that function V;(£,7) when passing through zero on the intervals 0 < ¢ < 1 and
1 < & < 1.5 changes sign. This means that flows of binary mixtures change the direction of
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: " 1 0 05 1 15
05 5 £

Fig. 3. The relationship between functions V; (&, 7), U;(§,7) and parameter E: 1 — E = 0.05, 2
S E=023 E=07

movement. Thus, return flow zones appear in liquid layers near the interface. This happens not
only due to the gradient of surface tension but also due to the non-stationary pressure drop in
the layers that occurs during heating.

Let us consider the obtained numerical results for other functions. Due to the formation of
heat function A; (¢, 7) increases in both layers. As for “concentration”, function H;(§, 7) decreases
(see Fig. 4). One should take into account the Soret number Sr;. This dimensionless parameter
has a great impact on the concentration distribution in mixtures. Depending on the thermal
diffusion coefficient o, the Soret number can be either positive or negative. If the Soret number
for both mixtures is negative then the directions of the temperature gradient and the diffusion
mass flow are the same. As a result, light components move to the more heated area, and the
heavy ones stay in areas with reduced temperature. This corresponds to the phenomenon of
normal thermal diffusion. For positive Soret numbers, the direction of movement of components
changes to the opposite. At the same time, the corresponding effect of thermal diffusion is
abnormal. The results of numerical calculation allow one to conclude that abnormal thermal
diffusion takes place in this model.

02t

L L i L L -1.2 1 L 1 L 1
0 02 04 0.8 0.8 1 1.5 0 0.2 04 0e 08 1 1.5

cd

Fig. 4. Plots of functions A; (&, 7), H;(§,7) at fixed 7

Wy
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Conclusion

A study of the unsteady two-layer flow of binary mixtures in a cylindrical capillary was
carried out with consideration for changes in internal energy on the inter-facial surface. The
resulting conjugate initial-boundary value problem is non-linear and inverse with respect to
pressure gradients along the axis of the cylindrical capillary. To solve the problem the tau
method was used. Shifted Jacobi polynomials were taken as basis functions. As a result, the
system of integro-differential equations was reduced to a closed system of ordinary differential
equations of the first order. To solve the system of equations the Runge-Kutta method of the
fourth order was used. It was shown that with increasing time the solution of the non-stationary
problem tends to the stationary mode. As a result of calculations for the model problem it was
found that when energy parameter increases the characteristic convection velocity changes and
intensity decreases. The increase of the energy parameter also promotes laminarization of the
flow near the inter-facial surface.

The work was supported by the Russian Foundation for Basic Research (grant no. 20-01-
00234).
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HecranmmonapHoe TedeHne AByX OMHAPHBIX cMeceii
B UJINHJAPUYIECKOM KallWLJIdpe C y4eTOM M3MEHEHU
BHYTPEHHEN 3HEPIrUU NMOBEPXHOCTU

Haranpsa JI. Cobaukuna
Cubupckuii ¢derepabHbli YHUBEPCUTET
Kpacnosipck, Poccuiickas @eneparus

Awnnoranusi. Uccienyercs 3aada 0 JBYMEPHOM HECTAIMOHAPHOM TE€UEHUU JIBYX HECMEITHBAOIIAXCS
HECXKUMaEMbIX OMHAPHBIX CMECell B IMUIMHIAPUYIECKOM KAIMJLIAPE B OTCYTCTBHE MACCOBBIX cmi. Cmecu
KOHTAKTUPYIOT Yepe3 OOIIYI0 MOBEPXHOCTh pa3esa, Ha KOTOPOH YUIUTHIBAETCSI SHEPreTHIECKOe YCIOBUE.
Temmneparypa n KOHIIEHTpAIMS B HUX PACIPEIEICHBI IO KBAAPATHIHOMY 3aKOHY, 9TO XOPOIIIO COTJIACY€eT-
Csl C TIOJIEM CKOpOCTei Tura XuMeHIa. Bo3HUKAOIast CoNpsizKeHHas HA9aJIbHO-KpaeBasi 3a/1a49a, siBJIsI€TCs
HeJIMHEIHOW 1 0OPaTHOW OTHOCUTE/IFHO TPAINEHTOB JABJIEHUN BIOJb OCH IUJIUHIPUIECKOM TpyoKu. s
ee peleHnsi MpUMeHsieTCs Tay-MeTo . [lokazano, 9To ¢ pOCTOM BPEMEHU UNC/IEHHOE PEIeHNEe HECTAIU-
OHApHON 3aJIa9U BBIXOAUT HA CTAIMOHAPHBIA PEXKUM. YCTAHOBJIEHO, UTO BJIMSHUE MPUPAIIECHUN BHYT-
peHHell 3Heprun Mexk@a3HOW MOBEPXHOCTH CYIIECTBEHHO CKAa3bIBAETCS HAa JUHAMUKE TEUEHUs] CMecel B
CJIOAX.

KiroueBsle citoBa: HecTalmoHapHOe pellleHre, OMHAPHAs CMECh, IOBEPXHOCTh Pa3/Iesia, SHEPreTuIecKoe
yCJIOBr€, BHYTPEHHsIsI S9HEPIrusl, oOpaTHasl 3a/1a49a, IPaJINeHT JaBJIeHUs, Tay-MeTo I, TepMmoauddy3ust.
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Introduction

We study mutually connected automorphisms and abelian ideals of nonfinitary nil-triangular
algebras.

Choose an arbitrary chain (or a linearly ordered set) I with the order relation <. The matrix
product in the module M (T, K) of all I-matrices o = ||a;;||s,jer over K is not defined for an
infinite chain I". However, the submodule NT'(I', K') of nil-triangular I'-matrices is an algebra
exactly when I' = N, Z or Z \ N. [1-3]. See Sec. 1.

The Chevalley algebra over a field K is characterized by a root system ® and a Chevalley
basis consisting of elements e, (r € ®) and a base of suitable Cartan subalgebra, [4, Sec. 4.4]. The
subalgebra N®(K) with the basis {e, | r € ®*} is said to be a nil-triangular subalgebra. The root
automorphisms of the subalgebra N®(K) generate a unipotent subgroup U®(K) of the Chevalley
group of type ® over K, [5]. For nil-triangular subalgebras of Chevalley algebras classical types
the nonfinitary generalizations NG(K) of types G = By, Cy and Dy were constructed in [1].

R. Slowik [6] investigated the automorphisms of the limit unitriangular group UT (oo, K) over
a field K of order >2. By [2|, this group was represented as the group UT(N, K) and also as
the adjoint group of radical ring NT(N, K). For any ring K which has no zero divisors, the
automorphism group of the associated Lie ring of NT(N, K) (i.e. type Ay) were described in [2];
also, it coincides with the automorphism group of the adjoint group (~ UT(N, K)).

Let K be an arbitrary domain. Our main Theorem 2.1 in Sec. 2 describes maximal abelian
ideals of algebras NG(K) of types G = By, Cy and Dy. See also a reduction of automorphisms
in Sec. 3.

*olgaRV520@yandex.ru  https://orcid.org/0000-0003-2572-004X
(© Siberian Federal University. All rights reserved
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1. Preliminaries

Unless otherwise specified, K denotes an associative commutative ring with a (nonzero) unity.

The Chevalley algebra over a field K is characterized by a root system ® and a Chevalley
basis consisting of elements e, (r € ®) and a base of suitable Cartan subalgebra, [4, Sec. 4.4].

The subalgebra N®(K) with the base {e, | 7 € T} is said to be a nil-triangular subalgebra.
For the type A,_; it is represented by the Lie algebra NT'(n, K) of all nil-triangular n x n-
matrices over K with the matrix units e;, (1< v <i<n).

In [5], the subalgebra N®(K) of other classical types B, C, and D, was represented by
special matrices with a base of 'matrix units’ e;, with restrictions, respectively,

—i<v<i<n, —i<v<i<n, v#£0, 1< |v]<i<n.
After appropriate numbering of roots r = r;, we obtain e, = ¢;, and

€ij * Euv =0 (Z #U7 j# U,j # 7”)' (1)

We represent any element o € N®(K) by the sum a = Y a;y€, and by - matrix [|a;y|]
which corresponds to the types. For example, the B;'- matrix has the form

aio

a2, —1 G20 21

Qp,—n+1 -++ Ap —1 AQpo Apl - Ann—1,
Removing the zero column, we obtain the D;f- matrix.
The following lemma is proved in [5, Lemma 1.1].

Lemma 1.1. The signs of the structural constants of the Chevalley basis can be chosen so that
we have e;; * €j, = €;, and (1), and also

®=1B,,D,: ejxe,_y=¢_; (i>j>v|>0);

O=Ch: ejm*€i—m=Cm*€j_m==¢€;_; (1>75>m2=1);
®=B,: epx* €0 = 261'7_3', ¢ =0,: €ij ¥ €5 _j = 261‘7_1' (Z > 5= 1)

Now we choose an arbitrary chain (a linearly ordered set) I' with the order relation <. All
I'-matrices a = [|ai;||i jer over K with the usual multiplication by scalars from K and matrix
addition form a K-module M (T", K). For an infinite chain ", matrix multiplication in the module
M(T,K) is not defined. Denote by N a chain of natural numbers, i.e. N = {1,2,3,--- n}
(or N=1{0,1,2,3,--- ,n}).

It is known ( [1-3]) that the submodule NT(T', K) of all nonfinitary (low) nil-triangular
C-matrices with the usual matrix multiplication is an algebra if and only if I' = Z, N or Z \ N.
Algebras NG(K) for Lie type Ar (i.e. NT(T', K)) were studied in [1].

Also, they had been constructed for classical types G = By, Cy, and Dy in [1,7]. The matrix
units e;,, € NG(K) (i,m € T') is determined with restrictions, respectively,

—i<m<i, —i<m<i m#0, 1<|m|<i.
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Note that each unit e;, € NG(K) is associated to the ideal
Tim = (@ = ||aw|| € NG(K) | ayy =0 if u<i or v>m).

For any ideal J of K the congruence subring NG(K, J) of all matrices over J from NG(K)
is determined, as usual.

2. Main Theorem

According to [1] and [2], the maximal abelian ideals and automorphisms of the Lie ring
NAr(K) were described at I' = N. The aim of this section is to describe the maximal abelian
ideals of nonfinitary algebras NG(K) of other classical types G = By, Cy and Dy.

By Lemma 1.1, T}, for m < 0 is always an abelian ideal. Another way of constructing abelian
ideals is known for type Dy. Note that the centralizer of the ideal T5; in Lie ring N Dn(K) is
C(T21) = T3,—2. Also, for any pair (a,b) # (0,0) over K and ¢t € K the elements

ae;,—1 + be;q, t(aej,,l + bejl) S NDN(K)
commute when 2ab = 0. Thus, we obtain the abelian ideal

M(K, a, b) = Tg’,g + Z K(aei’,l + beﬂ).
i€EN

For any domain K we denote its field of fractions by Q.

Theorem 2.1. Let M be a mazimal abelian ideal of the Lie ring NG(K) over a domain K.
Then the following statements are fulfilled.

i) G=By: M="Ty for2K =0 and M =Ty _1 for 2K # 0.

i) G=Cy: M=T_;.

iti) G=Dyn: M= NDynK)NM(Qxk,a,b) for (a,b) # (0,0).

Proof. Any matrix from M can be correctly represented as a sum (possibly infinite) of elementary
matrices. In this sense, we can assume that the ideal M is generated by elementary matrices.

Let a = |Jaw|| € NG(K). Denote by T,, the principal ideal («) of NG(K). We need

Lemma 2.1. Let ay, be a nonzero element and either v > 1 or G = Dy, v > 1. Let J be the
principal ideal Kay, of K. Then T,, , "NG(K,J) C Ty for allm > u + 2.

Proof. Tt is sufficiently to prove the case of the matrix o with zeros all coordinates which are
(u + 2, v)—coordinates above or to the right. The multiplications of o by Key 11, and then by
Keyt2,u+1 give matrices oy having zeros all rows with numbers # (v + 2) and their (v + 2,v)—
coordinates run ideal J = Kaq..

Further, multiplying the matrix «; by the elements e, (m < v) in succession, we obtain
inclusion Jey 42, C Ty and hence Je,, , C Ty, for all p < v and m > u + 2. Thus, we arrive at
the inclusion in T, of the congruence subring T,,, N NG(K, J) required in the lemma of each
ideal T}, in NG(K) for m > u + 2. Lemma 2.1 is proved. O

By Lemma 1.1, all enumerated in i) — iii) ideals are abelian.

Let M be an arbitrary maximal abelian ideal in NG(K). Assume that there is a matrix
a = |lay| € M with at least one non-zero coordinate a,, for v > 1. By Lemma 2.1, the
principal ideal T,, = («) contains intersections Ty, (J) := Tinp N NG(K, J) for m > u + 2.
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For algebras NC(K) the condition that the ideal T;,,(J) be abelian is obviously equivalent
to the condition a2, = 0. When K is a domain, we obtain the equality @,,, = 0. The obtained
contradiction proves the inclusion M C T ;.

Consider the case G = By. We prove the inclusion M C Tjo. Assume the opposite: M
contains a matrix « with nonzero coordinate a,, for v > 0. By Lemma 2.1, by analogy with the
type of Cy, we obtain the equality a2, = 0, contradicting the choice of principal ring K.

Now suppose that M C Tj¢ and « exists in M with nonzero (u,0)-coordinate a. By shifting
the u-th row of the matrix (as in the proof of Lemma 2.1), we find the matrices §, v € M with
conditions:

B =aeip mod Ta 1, ~v=aeso modTe_1 (s>i>u+1).

From Lemma 1.1 it follows that equality v*/3 = 2aes _; and, since M is abelian, the equality
2a? = 0. This is possible only for 2K = 0 in which case M = T}y. For 2K # 0, the centralizer
of the ideal Thg is equal to C'(Tho) = T>,—1, whence M =T, _;.

For the type G = Dy (by analogy with the type Cy) by Lemma 2.1 we obtain inclusion
M C T5;. By the equality C(T51) = T3, 5 from § 1, we obtain inclusion T3 _5 C M and we find
the matrix o = ||ay, || in M with the pair (a;,_1,a;1) # (0,0). Then the ideal M contains

K(aem,—1+bem1) (a:=ai_1, b:=a;)

for all m > 4. Since M is abelian, we immediately obtain the conditions 2ab = 0. When the
domain K is a field, i.e. coincides with the field of fractions ()i, the proof is complete.

When K is a proper subring in its field of fractions @, we construct abelian ideals
M(Qk,a,b) for various a,b € Q. Then the intersections

M = NDy(K) N M(Qk,a,b)

give all maximal abelian ideals of the Lie ring N Dy(K).
Therefore, Theorem 2.1 is completely proved. O

Example 2.1 Suppose a ring K has a nonzero element  with 22 = 0. Choose a principal ideal
J = Kz. (For example, K = Z, is the residue ring of integers modulo n, where n is a multiple
of 4.) Then the congruence subring NG(K,J) in NG(K) is an abelian ideal that do not belong
to any of the ideals Tj,, (i > m).

3. Remark on the reduction of automorphisms

It is clear that an automorphism of a ring always induces an automorphism of a quotient ring
with respect to the characteristic ideal.
As a corollary of Theorem 2.1 we easily obtain

Proposition 3.1. When K is a domain, the ideal Ty is characteristic in the Lie ring N By(K).
The ideals Ty, —1 and Tp1 are characteristic in the Lie rings NCn(K) and NDy(K) respectively.

Proof. In the Lie ring NBy(K) the ideal Ty is characteristic for 2K = 0 as the only maximal
abelian ideal, and for 2K # 0 as the centralizer C(T» _1) = T of the characteristic ideal T5 _;.

The ideal T3 _ is the only (and therefore characteristic) maximal abelian ideal in the Lie ring
NCy(K).
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By Theorem 2.1, the ideal T5; in the Lie ring N Dy(K) generates all maximal abelian ideals;
the ideal 75 _; and its image with respect to the graph automorphism are sufficient. Hence, the
ideal T5; and its centralizer C'(T51) = T5,_2 are characteristic. This finishes the proof of the
proposition. O

Note the following isomorphisms:
NBn(K)/Tio ~ NBy(K)/Ty,—1 ~ NT(N, K),
NCy(K)/Ty, -1 ~ NT(N, K),
NDy(K)/Te1 ~ NT(N, K).

The automorphisms of nonfinitary Lie rings NG(K) of type G = Ay, i.e., Lie rings NT'(N, K),
were interconnectedly studied with maximal abelian ideals earlier in [1,7]. Along with the
standard automorphisms, for Lie rings NT(T', K) single out hypercentral and other non-standard
automorphisms, [8-10].

In [2], standard automorphisms of Lie rings NT(N, K) are proved. On the other hand, for the
Lie algebra N Dy(K) there are nonstandard automorphisms generalizing graph automorphisms.

In the group SL(2, K) we choose a subgroup

S ={A = lawl|| € SL(2,K) | 2a11a12 = 2az1a22 = 0}.

Obviously, S = SL(2, K) for 2K = 0. By analogy with [10,11] for any matrix A = [|ay|| € S,
we associate the automorphism A of the Lie algebra N Dy(K) according to the rule

Aiey | —anes_1+agesr, €1 — aziez 1+ aznea1, €iy1i — €ip1i (0=3,4,---). (2)
The reduction of automorphisms leads to the following theorem.

Theorem 3.1. Every automorphism of a nonfinitary algebra NG(K) over a domain K is a
standard automorphism of type G = An, By or Cy, and for type G = Dy there is a product of
the suitable automorphism A and the standard automorphism.

Remark 3.1 Theorem 2.1 and Theorem 3.1 transfer to Lie rings NG(K) of classical types
G = Ar, Br,Cr, Dr for T' = Z \ N; they are antiisomorphic to the Lie rings studied for I' = N.

The author expresses his gratitude to V. M. Levchuk for guidance and important corrections.
This work is supported by the Krasnoyarsk Mathematical Center and financed by the Ministry of
Science and Higher Education of the Russian Federation (Agreement no. 075-02-2022-876).
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In the space of marked groups, consider the situation a sequence (G;, X;) in which converges
to a finitely presented marked group (G,X). What can we say about the relation between
corresponding Dehn functions of the groups G; and G? Suppose I'; = (X;|R;) is an arbitrary
presentation for G; and I' = (X|R) is an arbitrary finite presentation for G. Let L = max,cg ||7||.
We will prove that for any n > 0,

lim sup %i(n)

SUP ST < d(n).

Here of course, §; is the Dehn function of GG; corresponding to I';. Also § is the Dehn function of
G corresponding to a finite presentation I'. As a result, it shows that if the set {§;(L) : i > 1}
is finite, then so is the set {d;(n) : i > 1}, for all n > 0.

1. Basic notions

The idea of Gromov-Grigorchuk metric on the space of finitely generated groups is proposed
by M. Gromov in his celebrated solution to the Milnor’s conjecture on the groups with polynomial
growth (see [5]). For a detailed discussion of this metric, the reader can consult [2]. Here, we
give some necessary basic definitions. A marked group (G, X) consists of a group G and an
m-tuple of its elements X = (x1,...,2,,) such that G is generated by X. Two marked groups
(G, X) and (G', X') are the same, if there exists an isomorphism G — G’ sending any z; to z}.
The set of all such marked groups is denoted by G,,. This set can be identified by the set of all
normal subgroup of the free group F = F,,,. Since the later is a closed subset of the compact
topological space 2 (with the product topology), so it is also a compact space. This space is
in fact metrizable: let By be the closed ball of radius A in F (having the identity as the center)
with respect to its word metric. For any two normal subgroups N and N’, we say that they are
in distance at most e, if By NN = By N N’. So, if A is the largest of such numbers, then we
can define

d(N,N') = e™A.

*m.ghalehlar@squ.edu.om
(© Siberian Federal University. All rights reserved
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This induces a corresponding metric on G,,,. To see what is this metric exactly, let (G, X) be a
marked group. For any non-negative integer A, consider the set of relations of G with length at
most A, i.e.

Rely (G, X) ={w e F: |lw|| < \,wg = 1}.

Then d((G,X),(G',X")) = e, where A is the largest number such that Rels(G,X) =
Relp(G', X’). Note that we identify here X and X’ using the correspondence z; — x}. This
metric on G,, is the so called Gromov-Grigorchuk metric.

Many topological properties of the space G, is discussed in [2]. In this note, we need just one
elementary fact: any finitely presented marked group (G, X) in G,, has a neighborhood, every
element in which is a quotient of G.

We also need to review some basic notions concerning Dehn and isoperimtry functions. Let
(X|R) be a presentation for a finitely generated group G (X is finite). Let w € F = F(X) be a
word such that wg = 1. Clearly in this case w belongs to (RF), the normal closure of R in F.

Hence, we have
k

w = Huiriﬂui_l,
i=1
for some elements u1,...,u; € F and r1,...,r, € R. The smallest possible k is called the area
of w and it is denoted by Arear(w). A function f : N — R is an isoperimetric function for the
given presentation, if for all w € F, with wg = 1, we have

Areap(w) < f([lwl]).
The corresponding Dehn function is the smallest isoperimetric function, i.e.
d(n) = max{Arear(w) : w € F,wg = 1, ||w|| < n}.

This function measures the complexity of the word problem in the case of finitely presented group
G: the word problem for the presentation (X|R) is solvable, if and only if, the corresponding
Dehn function is recursive. In fact the recursive Dehn functions measures the time complexity
of fastest non-deterministic Turing machine solving word problem of G (see [3] and [7]). Also in
the case of finitely presented groups, the type of Dehn function is a quasi-isometry invariant of
groups. Although, in this note, we use the exact values of Dehn function, we give the definition
of type. Let f,g: N — N be two arbitrary functions. We say that f is dominated by g, if there
exists a positive number C, such that for all n,

f(n) <Cg(Cn+C)+Cn+C.

We denote the domination by f < g. These two functions are said to be equivalent, if f < g
and g = f. The type of a Dehn function is its equivalence class with respect to this relation.
Two Dehn functions of a fixed group with respect to different finite presentations have the same
type. There are many classes of finitely presented groups having Dehn functions of type n® for a
dense set of exponents a > 2 (see [1]). Hyperbolic groups are the only groups having linear type
Dehn functions. Olshanskii proved that there is no group with Dehn function of type n® with
1 < a < 2 (see [6]). For a study of Dehn functions of non-finitely presented groups, the reader
can consult [4].

2. Main results

We work within the space of marked groups G,,.
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Theorem 1. Let (G;, X;) be a sequence converging to (G, X), where G is finitely presented.
Then for any n, we have
di(n)
< d0(n),

where §; is any Dehn function of G; and § is the Dehn function of G corresponding to any finite
presentation I' = (X|R) and L = max,cp ||7]|.

lim sup

Proof. As G is finitely presented, we may assume that all G; is a quotient of G. We also identify
X; by X using the obvious correspondence. Let F = F(X) be the free group on X and assume
that w € F. Suppose that wg =1 and | = Areag(w). Then we have

l
_ LAl 1
w = Ila]rj a; -,
j=1

where a1,...,a; € F and q,...,r, € R. We know that (r;)g, = 1, for all ¢ and j, hence
lij
+1, —1
ry = H Uit; Ty Wit
;=1
where [;; = Areag, (r;), ri1,...,7u,; € Ry and w1, ..., u;,; € F. Therefore, we have
l Lij Ul
rEly=1)El, —1 —1,-1
H H Wit; 75 H H ajtit; T “f uZtJ a;
=1 t;=1 j=1t,=1
This shows that
1 1
Areap, (w Z lij = Z Areap, (r
j=1 j=1
Suppose K; = max,cr(Areag,(r)). Then, we have
(x) Areap,(w) < K; - Areag(w).
Now, let n > 1. There exists an integer 7o such that for any i > iy, we have
d((Gia Xz)v (Ga X)) < e "
This shows that Rel, (G, X;) = Rel, (G, X), for i > iy. In other words
{welF: |w|<nwg, =1} ={weF: |w|<nwg=1}.

By (*) and by the definition of Dehn function, we conclude §;(n) < K; - §(n). Hence, for i > i,
we have

< )
and therefore 5:(n)
i\n
su <d(n
sup (n)
For any j, define
d;(n)
ai(n) = < 6(n),
J( ) P> K'L ( )
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which a decreasing sequence in j. Since a;,(n) < 6(n), so lim; aj(n) < §(n). This shows that
)

lim sup 0ifn
i K;

< d(n).

<

Now, note that

K; = max Areag,(r) < max
reR reR,|r|=(lw]|

This completes the proof. O

As a result, we see that if the set {0;(L) : ¢ > 1} is finite, then so is the set {0;(n) : i > 1},
for all n > 0. This is because, if we put M = max; 0;(L), then

limsup d;(n) < M - d4(n).

Now, if the second set is infinite, then the sequence (§;(n)); has a divergent subsequence, which
is a contradiction.
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Oyaknnu /leHa 1 TpocTPpaHCTBO OTMEYEHHBIX I'PYIIII

Moxammen ITTaxpuapu
Komnemx Hayxu

VYuusepcurer Cynrana Kabyca
Mackat, Oman

Anvorauus. IIpeanosoxuM, 9T0 B IPOCTPAHCTBE OTMEUEHHON IPYIIILI OC/IeA0BaTebHOCTh (Gyy X;)
cxomurcs K (G, X), rae G koHeuHo npezcrasiieHa. Ilosydaem HepaBeHCTBO, cBsa3bIBatomee HyHKuny leHa
GiS ud.

KiroueBsle ciioBa: mpoCcTpaHCTBO OTMEYEHHBIX I'PYII, MeTpuka [ pomoBa—I'puropdyka, KOHEIHO OIpe-
JleJleHHbIe Tpynbl, dyHkiun lena.
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1. Introduction and preliminaries

In a inhomogeneous competing risks model (CRM) it’s interesting to investigate the indepen-
dent random variables (r.v.) {X,,, m > 1} with a distribution function (d.f.) {H,,(z;0), m > 1}
with values in a measurable space (X, B;,), m > 1, where X, is set of possible values
of rv. X, and B,, = o(&X,,). D.. of r.v. X, also depends on the scalar parameter
6 € ©, where ©-parametrical space; is open set in R'. In CRM with r.v. X, pairwise

disjoint and forming a complete group of events {Aﬁ}), .. .,Ag,]f)} observed. We observe the
sample of size n: {(Xm; 57(7?),57(71), . .767(5)) ,m=1,... ,n}, where (5,(7? =1 (A%)) is indi-
cator of events Aﬁf). Let H,(,i) (z;0) = Py (Xm <, 5,(,? = 1) are subdistributions such that
HSY (2:0)+ ... + HSY (2:0) = H (2:0) for all (;0) € R! x ©. By h'}) we define density of sub-

i Hm N 0
distributions HS. Then note that there is a density hS,?(x; 0O+ ...+ AP (z;0) = 667@) =
x
= hy,(z;0) for all (z;0) € R' x ©. We define A (z;0) = [ (1= Hyp, (u; 0))' dH,, (u;0) integral

— 00

and A\{Y (x;0) density of failure rate of the i-th risk. Then

hin (23 6)

m

* https://orcid.org/0000-0002-0994-8127
frasulova_nargiza@mail.ru https://orcid.org/0000-0002-4672-1722
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for all (z;0) € R' x ©.
We introduce the functional of the exponential intensity function [1,3]:

1—F9(x;0) = exp(—AD(2:0)), i=1,...,k; m=1,...,n.

Note that this functional has all the properties of a d.f. [1].
By fy(,i)(m; 0) we define density of F,(,f)(x; ). Tt is easy to see that

(1)
; , hy (x50 )
fg)(xvg)eXP{A(Z)(x,G)}l_H(@z), Z:].,...,k.

Denote by }“t(i) =0 {XmI (Xm €1), 5,(7?1 (Xm<t), 1<m< n}, flow of o-algebra, generated

by pairs of observations {(Xm, 5%)) ,1<m< n}, i =1, k. Let define a sequence of martingale

processes for m =1, n and i = 1, k:
¢
pD @) =1 (Xm <t,00) = 1) f/ I(Xm > 8)dAD(s;00), t >0,

where 6y is true value of parameter 6, 6y € ©. These martingales have zero mea

t
By = H (t560) — [ (1= H(s:60) dA) 5:0) =
0
X Y1 — H,,(s;600) X X )
— @) (4. _ m\°; Y0 (1) (- — g @) (4. — @) (4. —
Hm (t,e()) ‘/O 1_ Hm($700)de (8790) Hm (t,eo) Hm (t,go) 0,

i=1,k; m = I,n. They are members of class Mz(}"t(i)), i.e. square-integrable martingales with
a predictable quadratic characteristics [4]:

1D ) = AO(), i=j,
Hom'> Hn 0 , i#]

Therefore, these martingales are orthogonal. According to this

S () e MA(FY), ZZ“ T,

m=1 1=1 m=1

ko,
where F; = () }"t(z). To prove local asymptotic normality (LAN) we need some regularity
i=1

conditions for f$" (z;0): '
(C1) The supports Ny = {z: ,(,?(:v; 0) > 0} are independent from 0, i =1,k; m=1,n;

(C2) There exist and are continuous for all z derlvatlves — f ( 0,1 =12 i=1k;
m=1,n;
n n k .
(C3) Fisher information > I,(0) = > > I,(,zl)(ﬂ) is finite and continuous in 6 and positive
m=1 m=1i=1

at the point 6y, where

- 2
[5}};)(9):/ (aaelog)\(i)(s;ﬁ)> dH,(f;)(S;t‘)).

— 00
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Such a representation of Fisher information in terms of intensity density AR (x;0) was es-
n ~1/2

tablished by the authors of [2]. Let ¢(n) = ( > Im(ﬁo)> . Let for every u € R!,
m=1

0, = 0y + up(n) € 6. We have a likelihood ratio statistics (LRS) of the sample Z(™) =
= (X1,..., Xp): dQSY (2™) /dQYY (2™), where

. k
QY (2™) = p,(Z2™;0 HH{ S i 0) - TT1 = X’”’Q)PU}
Jj=1

m=11i=1
J#i

2. LAN for LRS.

The following theorem asserts LAN for LRS.

Theorem. Under regularity conditions (C1)-(C3) for LRS we have representation

dQy" (2™) - u?
ngZ)(Z(n)) — exp {uAn(é)O) + 5+ Rn(u)}, (1)

where A, = ¢(n) zn:: Xi: T (;9 log A (s; 00 + up(n )’y))dus,?(s), 0<y<1, L( n/Q("))

Qyr
N (0;1) and R, (u) 4 0 at n — occ.

Proof of Theorem. Let represent logarithm of LRS in terms of martingale-processes as follows:

d (")(Z(")) W(ZM): 0,
L, (u) =log ?’7’:)7 = log % =
dQ (Z(”)) (25 0)

5 L et

b %)(meen)
= Zér(rlz) log [A(Z)(X 0 ) + Z (Am<Xm79 ) (Xm790)> (2)
m ms Y0 m=1

m=14=1" ~° )
n k o (i) )
+ ZZ/ log - (X, > 5)dAY) (s;60)
m=14i=1Y > $3%
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By the mean value theorem, from (2) we have

Yy [ o720+ ) — tog A 5360 a2 () =

m=11i=1
= up(n Z Z/ log)\ (s;60 + uw(n)y)dug}(s) = ul\,(6p),
m=11i=1

where

o) S [y tou D si60 + sl a2() 3)

m=1 i=1
Integrating function in (3) is a continuous real-valued function of s, hence it is a predictable
and is a square-integrable martingale: A,, € M?(F;). We need to establish that

£ (2a(00)/Q41)) = N (0:1). (4)
It is easy to see that Eg, A, (6y) = 0 (since Egou%) (t) = 0). Moreover, the quadratic variation of
the martingale A, (6p) is

< An(fo), An(bo) >=

zz/

m=1 i=1

in view of condition (C3). Consider the Lindberg conditions

dlo )\ (s;60 +u
ZZ/ ( g 39+ @()))X

m=1 i=1

I (310gk( (831600 + up(n)y)

00
) noEL e 8logA%)(s;90+U@(n)7) ’
0y - X

m=1 i=1

K

00

oo

i 2

> w(n)) d < pl) (), ud(t) >=

9log A (5560 + up(n)y)

> 6(p(n)> (1—H,,(s; 90))dA,(f1)(s; 0o) =

00
810g)\ (s; 00 + up(n)y)
Y Z 74 x
m=1 i=1
(1) (.
x I ( 0108 A (578090 + up(n)y) > 6(p(n)> dH (s;60) = 0, n — oo,

where the convergence to zero of the integral follows from the requirement that the Fisher

information »_ I,,(0) is finite in view of condition (C3). Consequently, weak convergence (4)
m=1
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follows from the central limit theorem for martingales [5]. Consider second addition in (2).
2 Q(n) 2

Second addition in (2) converges in probability to —%: R, (u) =9 —%, n — oo. Therefore, it

remains to show that

u? QY

Rn(u)—l—? =0, n— oo. (5)
We investigate second addition inside the large curly bracket in (2). After elementary trans-
formations, we have

n

Z Z/ L(“’)] I(Xm > 8)dAD (5:00) = > (A (Xn3 0n) — A (Xon3 00)) =

m=1 i=1 90) m=1
n k ) Qs RO
m=1i=1" " Am (83 60)
n +oo
+ / (Ao (Xom: 0) — A (X 00)) AT (X > ) =
m=1"~°

= Z Z/ log <1+ A (s,Hni) A (5,90)> -

)\En) (3; 90)

S (i) (i) ©
- (X > s)/\m (3;973 — Ay (S?GO)dAm(s;eo) _
—0o0 )\yyZL (8;90)

n k oS (i), . (). .
_ 1 Z Z/ [)\m (3,6‘?1_)—&- up(n)y*) — Am (8,90)1 (X > s)dAgfz)(S;go) =
2 : A (8300 + up(n)y*)
2

_ _w/ ((939 log A(s; 6y + up(n)y* )> (X > 5)dAG) (53 00) =

.- (Z zmwo)) D Ll + wplm)y) (4 0p(1) 5 n o,
m=1 m=1

where 0 < v* < 1. Now (6) implies (5). The theorem is proved. O

Mutual contiguity of probability measures Qg:) and Qéz) follows from the theorem.
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JIokanpHag acMMOTOTHYECKAasT HOPMAaJIbHOCTh
CTATUCTUYECKNX IKCIIEPUMEHTOB B HEOHOPOJHOII MOJIeJin
KOHKYPUPYIOIINX PUCKOB

Abnypaxum A. AGayniyKypoB
Tamkenrckuit puman MockoBckoro rocymapcrsennoro yausepcurera umenu M. B. Jlomonocosa,
TamkenT, Y36ekucran

Hapruza C. HypmyxamemoBa
Hanwmonanwubrit yauBepcureTr Y3b6eknucrana nmenn Mupso Yiayrbeka
TamkenTt, Y3bekucran

AmnnHoranusi. B cratbe paccmarpuBaeTcs HEOTHOPOIHAS MOJEIb KOHKYDPHDPYIOIIUX DPHUCKOB. Jlms cra-
TUCTUKYM OTHOIIIEHUsI [TPABJOIIOI00US JOKA3aHa TeOpeMa O JIOKAJIbHO aCHUMIITOTHYECKONH HOPMAJIbHOCTH
CTATUCTUYIECKOTO SKCIIEPUMEHTA.

KuroueBrbie ciioBa: Moze/ b KOHKYPHUPYIOIIINX PUCKOB, CIIyYaifHOE IIEH3yPUPOBAHUE, JIOKAJIbHAST aCHMII-
TOTUYECKAs] HOPMAJIBbHOCTD, CTATUCTUKA OTHOIIEHUS IIPABI0IOI00NS.

- 650 —



Journal of Siberian Federal University. Mathematics & Physics 2022, 15(5), 651-662

DOI: 10.17516/1997-1397-2022-15-5-651-662
VIIK 517.958

Two-dimensional Inverse Problem for an Integro-differential
Equation of Hyperbolic Type

Jurabek Sh. Safarov*

Institute of Mathematics AS of the Republic of Uzbekistan
Tashkent, Uzbekistan

Tashkent University of Information Technologies

Tashkent, Uzbekistan

Received 10.09.2021, received in revised form 10.05.2022, accepted 20.07.2022

Abstract. A multidimensional inverse problem of determining the kernel of the integral term of an
integro-differential wave equation is considered. In the direct problem it is required to find the dis-
placement function from the initial-boundary value problem. In the inverse problem it is required to
determine the kernel of the integral term that depends on both the temporal and one spatial variable.
Local unique solvability of the problem posed in the class of functions continuous in one of the variables
and analytic in the other variable is proved with the use of the method of scales of Banach spaces of real
analytic functions.
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1. Introduction. Formulation of the problem

Let us consider the integro-differential equation

¢
uy = Au Jr/ kE(x, 0)u(z, z,t — a) da, x€R, z€(0,1), t €R, (1)
0
with initial conditions

ult<o =0, (2)

and boundary conditions
Uy |m0 = &' (F), Uy|r=; = 0. (3)

0? 0?
Here A = 902 + 9.2 is the Laplace operator, ¢'(t) is the derivative of Dirac delta function,

[ > 0 is a finite real number.

Finding function u(z, z,t) € D (from the class of generalized functions) for known k(z,t) is
called the direct problem. The inverse problem consists in determination of function k(z,t) €
C(II) with respect to the solution of the direct problem and

U(LL‘,O,t) :g(x,t), (4)

*j.safarov65@mail.ru; jurabek safarov@mail.ru  https://orcid.org/0000-0001-9249-835X
(© Siberian Federal University. All rights reserved
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where g(x,t) is a given smooth function, II = {(z,t) : x € R, t > 0.}

One-dimensional inverse problems for the differential equations were studied in [1-5]. Inverse
problem (1)—(4) is a multidimensional inverse problem for differential equations. The idea to ex-
tend the method of scales of Banach spaces of analytic functions developed by L.V. Ovsyannikov
[6] and L. Nirenberg [7] to multidimensional inverse problems belongs to Romanov. This method
was applied, with some modifications, to study local solvability of multidimensional inverse prob-
lems [8-10]. A similar problem was studied when z > 0 [11]. A special feature of this work is
that equation (1) is studied in a bounded domain with respect to the variable z, i.e, z € (0,1).
It is proved in this paper that formulated problem is locally uniquely solvable in the class of
functions analytic with respect to the variable x.

2. Study of the direct problem

First, let us consider direct problem (1)—(3), that is, we assume that function k(x,t) is known.
In what follows, this problem is considered in the domain B = R x G, where G = {(z,t) : 0 <
z < 1,0 <t < 2l—2z}is a combination of areas By and By. Areas By and By are described as
follows

Bi=RxGy, Gi={(zt): 0<z<,0<t< 2z},
Bos=Rx Gy Ga={(z,t): 0<2z<l,z<t <2 -z}
Lemma 2.1. Solution of equation (1) in domain By with conditions (2), (3)
u(z, z,t) = 0.

Proof. Using the d’Alembert formula, we obtain in the region By C B; the following integral
equation

u(z, z,t) = %// [um(:c,f,T) + /OT k(z, o)u(x, &1 — a)da} dédr,

Q(z,t)
where Q(z,t) = {(z,t) :z —t+7<E<<z+t—7, 0<7<t}, Bo=R x Gy, and Gy = {(z,t):

0<z<l, 0<t<é—|z—%|}.
Since the obtained equation is a homogeneous equation of the Volterra type of the second
kind it has only zero solution.
Therefore, u(z, z,t) = 0 in the domain Gg. Let us take an arbitrary point (x, z,t) € By \By.
2

Let us put the term u,, in equation (1) to the left side and represent the wave operator
02 0 n 0 0 0
—Jas | =+=—|l=—=].
022 ot 0z)\ot 0z
Integrating the obtained relation along the characteristic dz/d¢t = 1, from the point (x, z—t,0)
to the point (z, z,t), we obtain

o

(ug —uy)(x, 2,t) — (ug —uy)(z, 2 —1,0) = /Ot {um(:c, Z,T) +/OT k(x, 7 —a)u(z, 7 —t+x, a)da] dr.

Using condition (2), we rewrite the last relation in the form

t T
(us — Ug)|z=t = / {um(x, z,7) + / k(z, 7 — a)u(z, 7 —t + =, a)da] dr, t € (0,1).
t 0
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Further, using boundary condition (3) for z = I, we find

u(zx,l,t) / / {um z,7,0) / k(z,0 — a)u(z,0 T+l,a)da] dodr.

Changing variables in the inner integral by the formula 8 — 7 + 1 = £, we rewrite the last
equation as

(2,1,4) //{uz 46+ /OTHgk(x,Tl+£a)u(z,§,a)da]d£d7. (5)

Integrating equation (1) along the characteristic dz/dt = 1 from the point (z,z — t,0) to the
point (z, z,t),, we obtain

(6 - ‘9)u<x,z,t) -/ [um(x,at) + T ket oz)u(a&a)da} de.
: 0

2

Further, integrating this equality along the characteristic dz/dt = —1 from the point (z, 2, t)
to the point (z,l,t + 21) and using (5), we find the equation for u(z, z,t) in domain By\By

t+z—1l pl E+7m—1
u(z, z,t) = / / [um(x,f,T) + / k(x, e +71—1— a)u(g, a,T)da} dédr+
-z 0

— T4zt E4+2T1—2—1

/ / {um x,&,7)+ / E(x,E +27 — 2z —t — a)u(, a, T)da] dédr,
0

tdz—l ldz—t—27 f 27

where (x,z,t) € B1\By.
This equation is also a homogeneous equation of the Volterra type. Hence,

u(z, z,t) =0, (z,t) € B1\By

O
Using the d’Alembert formula in By area, we obtain
1 1
u(z,z,t) = ((a;t—i—z)—l—g(xt—z))+§(5(t+z)—5(t—z))+
—T4+2z+t E—T1
/ / {um x,&,7)+ / k(z,a)u(x, &7 — a)da|dédr, (x,z,t) € Bs.
0 T—2+t 0
Let us introduce the function
1
u(z, z,t) = u(z, 2,t) — 5(6(t—z) —6(t+2)). (6)
For function @(z, z,t) we have the following equation
- 1
(7)

E+z+t 1 T—&
/ | [u 2.67)+ kT =9+ [ kw0l 7 - a)dal drde,
€ 0

z+t 2

where (z,2,t) € Bs.
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Substituting function (6) into equations (1)—(3) and equating the coefficients of the singular-
ities as in [12-14], we obtain
ﬂ(x,z,t) |t=z+O: 0. (8)

Taking into account (8), we take the limit ¢ — z + 0, in equation (7) and obtain

(9(x,22) + g(x,0)) =

N | =

z  r2z—€ T—¢
- / /’: [axx(z,f,7)+;k(x,f—§)+ / k(a:,a)ﬂ(z,f,f—a)da]de& (2,2,1) € Ba.

Let us differentiate the obtained relation with respect to z

z 2z—-2¢
gi(x,22) = —/0 {ﬁm(x,ﬁ, 2z —-&)+ %k(aj, 22 —28) + /0 k(z,a)u(x, 2,22 — € — a)da} d&

, where (x, z,t) € Bs.

Let us differentiate this equation with respect to z once more. Making a preliminary change
of variables in the second integral 2z — 2§ = n and solving the resulting equation for function
k(x, z), we find

z

k(z,z) = —4gu(z, 2) — 4/ [ﬂmt(x,é, z—&)+2 /OZ_25 k(z,a)u(x,z,z2 — € — a)da] ¢, (9)

0
where (x,z,t) € By. To obtain the equation for u:(z,z,t) we differentiate equation (7) with
respect to ¢

~ 1 1
up(z, 2,t) = 5 (ge(z,t 4+ 2) + gz, t — 2)) — §k($7t - z)z+

+;/Oz[ﬂw(%f’t—l—z—f)—ﬂm(w‘,f,t—z—i-f)—i-;k(aj,t+z—2§)+ (10)

t+2—2¢€ t—z
—|—/ k(aa)ﬂ(mf,t—i—z—f—a)da—/ k(z,a)u(x, &t — 2z + € — a)da|dE.
0 0

3. Theorem on solvability of the inverse problem

Let us introduce the Banach space A4(r),s > 0 of analytic functions h(x),z € R for which

the norm is finite
glel

aa

Here r > 0,s > 0, « is a non-negative integer.

In what follows, parameter r is fixed while parameter s is treated as a variable parameter.
Further, parameter r is omitted for simplicity in the notation for the norms of the space As.
When parameter s is changed the scale of Banach spaces A, appears. The following property
is obvious: if h(z) € Ay then h(z) € Ay for all 8 € (0,s). Hence A; C Ay if 8 < s and the
following inequality holds

hlls
Qsl—l’yj‘ Va 0<s <s<sp. (11)

(o3
<«
9/

a(y
Haxah“) |

- 654 —



Jurabek Sh.Safarov Two-dimensional inverse problem for an integro-differential equation ...

In what follows, parameter r is fixed. The norm of function f(z,z,t) in Ay, for fixed z and ¢
is denoted by || f|ls,(2,t). This norm in C, ;)(Gs2, As,) is defined by the equality

[fllcen (G = sup_ [[flls(z:1),
(z,t)EG2

where C(; +)(G2, As,) denotes the class of functions continuous with respect to variables z and ¢
in domain G5 with values in A, .

Theorem 3.1. Let
(g($,+0),gt($, +O)) € ASo7 (g(x,Z),gt(x,Z),gtt(x,Z)) € (Cl[072l]7A50)

max{||glls, (£), |9¢llso (£), lgeellso ()} < R, ¢ € [0, 21].

where R > 0 is given number.
Then there is a € (0,1) such that for any s € (0,s0) in domain I'yy = By N {(x,z2,t) :
0< z< a(sp— s)} there is a unique solution of the system of equations (7), (9), (10) for which

((z, z,t), ur(x, 2,t)) € C(Agy, F), k(z,t) € C(Asy,[0,a(so — s)])

F={(zt35):(zt) €Dy, 0<z<al(so—s)}
. Moreover,

-~ IO R R
I = Tolls(2,) < B i = toells(2,8) < =3 Ik = kolls(2) < Go— 9"

Proof. It is convenient to introduce the notation

~ ~ 1
o1(z, z,t) = u(z, 2,t), o, 2,t) = W, 2,t) + ik‘(x,t —2)z, @3(z,z) = k(x,2)

@?(xvzﬂf): (g(m,t—l—z)—l—g(a:,t—z)), 90(2)(]"72’75):%(gt('xat""z)'*'gt(xvt_z))a

1
2

@g(l‘v Z) = _4922(1‘7 Z)
Then we obtain from equations (6), (9), (10) that

ng(x,Z,t) = @?(xﬂ Zat)+

z —&+z ¢
+%/0 /5 o [gplzz(x,f,’r)+;¢3($,7'§)+/o soz(x,a)sm(x,ﬁﬁa)da}def’ (12)

z+t

1 [ 1
@Q(Jjazat) = @g(m7z7t> + 5/ |:<pla:a:(x7§7t+z_£) _Wlwz(aj,fat_z'f'g) + 5()03(:1;’.6—"_2:_25)_‘_
0

t+z—2€ t—z

+ / 903(37704)901(37;57754‘2_5_a)da_ /@3(x7a)301($7§7t_Z+£_a)da:|d§7 (13)

0 0

p3(z,2) = gh(@, 2)—

z

z z—2& 14
_4/ |:<)02m:v(x7§az_£)_ 1()03(1'7t_2£)—’_2/ gog(x,a)gol(x,z7z—§—a)da}df. ( )
0 2 0
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Let us assume that numbers a1, as, ..., a, are determined by the recurrence relation
(n+1)°
a =0 ——
n+1 n (n + 1)2 + 1

. They form a decreasing numerical sequence and a is the limit of this sequence:

(n+1)2
=1l n = —
a= ngl;oa aOﬂH ’I’L+1) +1

”» L. . . .
The positive number ag < — will be selected later. Let us construct successive approximations
S0
as follows

@?+1(I7 Z7t) = 90(1)(35’ th)+

Etz+t 1 T—&
/ / |:(pla::r € 57 ) + 5()0;}(1'7 T = g) + / (pg(l’, a)tp?(m, 6) T = Oé)dOé:| de§7
£— 0

z+t

(15)

Py (@2, 1) = pp(z, 2, )+

+§/0[so?m<x,f,t+z—f>—so?m<x,f,t—z+€>+é*”?@’”z‘zg” (16)

t+z—2¢ t—z
4 / (s Q) (2, €, 142 — € — a)da - / ()R (@, 6yt — 2+ € — a)da] d,
0 0

@5 (@, 2) = p3(, 2)—
| -2 an)
i [Mepatn b 0-ges@e-2042 [ b aetie e - € - a)daae
0 0
We define function s’(z) by the formula
T i GO R YO G2 (18)
2 an,
Let us introduce the notation ;' = <p:l+1 e, i =1,2,3. For n = 0 the following relations hold
7/}(1)(377 Z7t) -
e Lo T 0 0
/ /5 |:(p1:mv € 57 ) + 5()03(37’7__6) +/ (,03(1‘,0()(,01(3775,T—Oé)d06:| degv
24t 0
V3 (z, 2,t) =
L[, 0 L o
= 5 Solz:c(xvgvt +z- g) - onmc(xagvt —z+ 5) + 5(,03(.%,t +z- 25)"_
0

t+2z—2¢€ t—z
[ Bmadng it —g—aa- [ Bmaeling - e a)da] .
0 0

Y§(x, 2) =
0 1 0 i 0 0
o6 - 9~ 3ot -20 42 [ Wl )oloz s - €~ aydal e

Z

2
:4/
0
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For n = 1 we have

£ttt
=3 [ [ dhaateen) + el -0

z+t
T—¢
+ / (¥3(x, 0)p1 (2,6, 7 — a + @5z, )i (2,6, 7 — @) da} drd,
0
1 1 ¢ 0 0 1 0
1p2(‘r7z7t) = §A |:¢lzz(x7£7t +z- 5) - ¢1mm(x7§7t -z +§) + 5’(/)3(1},15 +z - 2§)+

t+z—2€

[ ettt 2= 6= )+ )il 6t = €= ) do
t—z

_/0 (¢g($a Ck)(p%(if,f,t —z+ g - a) + @g(%a)w?(%f»t —z+ f - O[)) da:| df,

’l,Z)é(I‘,Z) = 74/5 [wgzz(‘r7£72 - 5) - %l/fg(l’vt - 2€)+
0

z—2§
+2/0 (¢g(a:,a)g0%(x,£,z + g - a) + @g(%a)lﬁ?(mafﬂ + g - Oé)) da:| d£

Thus, for any n we obtain

E+2tt
wen =g [ [ e n g @ -

z+t
Tt
+/0 (V3 (@, a)t (. 6,7 — a+ @i Ha, )Y (@6, 7 — a)) da} drde,
n L [” 1.
Bant =g [ et -9 -6t -2+ O+ Ji ot 4z - 204
t+z—2€
+/ ( gil($7a)gp?(l‘7£7t+z—£—a>+(pg71($ a) (37 € t+Z—£—Oé)) da—

0
t—z
_/0 ( g_l(xva)ﬁﬂ?(%&t—Z+§_a)+¢§_l(x CY) (J) f t_z+£_a)) dOé:|d§,

1&?(&6,2) = _4A§ |: 2a::r (,CE 67 6) - %w;il(:EJ; - 2§)+
z—2¢€
+2/0 (V(z, @)t (2, &, 2+ € — @) + o5 Nz, o)) (2,6, 2 + € — ) da}dg.

Next we show that if @ € (0,1) is chosen in a suitable way then for any n = 1,2,... the
following inequalities hold

=l s [popn P2 s gl L=

(2,t,8)EF, (z,t,8)EF, ( )
19
n (v"(2) = 5)°
swp [zl (B o
(2,t,5)EFy, z
o L ) € e =1 L ) < e o)

" (s0—9)?
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where
Fo={(z,t,8): (2,t) € G, 0 <z < an(so—s), 0<s<sp}.

Let n = 0. Then, taking into account (11), we obtain

[ MERIES

1 [ [oE&teEtt 1 r—t
s tedten + e -0+ [ 1@ e 7 - aldalarde <

—z+t
L [t e
<z ———— + — + R°t|drdt.
2 Jo Je—zgt (s(§) — )2 2

Let us use formula (18) for n =0:

10z, 0) < /( ) [(jf]%) B th] d¢ <

< [16 +2(0,5+ 2Rl)} /Om < aoR[lﬁ +s52(0,5+ 2Rl)}

Let us estimate other components in a similar way:

—_ t Fp.
I/O(Z)_sv (Za 78)6 0

1 (7 1
9810t < 5 [ [letal@,6et 2 =€)+ bl = 2+ €)+ Il ot + 2 = 260+
t+2z—2¢€

t—=z
w1 @& b+ 2~ &~ adda— [ 16l a)llgdll (@, 6t = + €~ a)da] de <
0 0
ag 2 z

< = _—

< GR[32+ 5505+ 4RD)| e e B9 ER,
z 1

51.2) <4 [ (a2 =€)+ FeSlont — 200+

z—2¢€

0 0 e < 2 .z
w2 [ 18l e =2 — € — ada] de < aoR[a02-+ 52 + 16R)] 5.
0
(2,t,8) € Fp.

To obtain these estimates the following inequalities are used

1 1 o
G RO

. They are true for £ € (0,2), s € (0,s0), (z,t,s) € Fy. The obtained estimates show the
validity of inequality (19) for n = 0. Further, for (z,t,s) € F; we find that

1.0 0 apAoz 27 aghy
1_ t) = [|[U3|s(2, 1) < - < — i=1,2.
H@z 900”5 (Za ) ”wz ” (Z ) (VO(Z) o 8)1 (80 _ 3)1—1 ¢

A dag
I3 = &8l () = 1811s) < o < e

. Thus, if ag is chosen so that 4ag)\g < R then inequalities (20) are true n = 0.
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Let us show by the method of mathematical induction that inequalities (19), (20) also hold
for other n if ag is chosen appropriately. Let us assume that inequalities (19), (20) are true for
n=1,2,...j. Then for (z,t,s) € F,;41 we have

—&+z+t

, 1 [* 1
[0 =5 [ [ Wl en + giviier -0+
E—z+t
T—¢
+ [ (10 @l o7 = a+ Il o7 - ) daard <
0
T daphié W MER MERH(L + 52)
apgAj apgAj agAj t AgAj t(1+ S0 :|
<z , + — + — +— drde <
o§+thda—yﬁww@—s> Wi©- 7 " @- P " O o2
2 2 < — )\ z ;
< Ajag [17 +6RI+ 2Rl$0:| ) = Njaon (R, 1, s0) ) =) (2,t,8) € Fo.
Here function s'(€) is taken in form (18) with n = j and inequalities
1+ s3 1+ st

J+1 t <2 g < _— "0 J < Y
et e(e0t) < 2R, ll(e) < RS fll(e) < R,

are valid according to the inductive hypothesis as well as the obvious inequalities a; < ag,
VIt (z) < V().
Similar reasoning for 1} H, 1/)%“ leads to the inequalities

. 1 .
(3 NEXIRS / [ all (@, &t + 2 = &) + 190 ll(@, 6t — 2+ €) + Sl ¢+ 2 = 26)+
t4+2z—2€ . .
+/ (H’(/)?)”(x Oé)||§0]+1‘|(£,§,t +z— f - Oé) + ||%0§||($a&)||¢{”($a§7t+ Z = 5 - Oé)) dOé—|—

*A (Il e, )l ¥l € — 2+ € = @) + i ), €, — 2+ € — ) ) d]de <

z z

ao — )\ —
< A ? [33 + 6RI + 2Rl80] m =: )\jCLOT]Q(R, l, S()) (I/j+1(z) _ 3)2

’ (Z7ta8)€F05

7)< 4 [ 1l - ) + Gl - 200+
0

z—2§ , 4
+2/0 (Ilwgll(a: 04)||<P3+1||(967§,Z—|—§—a)+||<p§\|(x,a)Hz/){||(x,§,z+§—a)) da]dgg

z z

. 2 —— — . e —
< Ajag [402 + 48Rl + 12Rlso] ) = Ajaons(R, 1, so) ) =) (2,t,8) € Fo,
It follows from the obtained estimates that
Aj+1 S Ajps Ajp1 <00,  pi=maxao{n,ne, N3} (21)
At the same time for (z,t,s) € Fj o we have
J+1 J+1 J+1 Az
[CARE NER) [ N ER) [ MER) T <
Z Z Zj) (v (z) — s)°
J+1 Jj+1
)\ (L a]+2 )\an .
< )%, i=1,2,3.
so—si 12 n—42) " (S0—8)— 1230/’ (n+1)%, i
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Let us choose ag € (0,1) in such a way that

p <1, Xoao Zp"(n +1)° <R
n=0

Then

j+2

R .
i ™ — @Flls(2,) < Go— o)1’ (z,t,8) € Fjt2, 1=1,2,3.

Since the choice does not depend on the number of approximations the successive approxi-
mations ¢j', ¢ = 1,2, 3, belong to

C(F,4A,), F= ﬁ F,
n=0

and the following inequalities
R .
lei — @flls(2,) < Go—s) 1’ (z,t,5) € F, i=1,2,3.

are true. For s € (0, s) the series

oo

D (e =i

n=0
converge uniformly in the norm of space C(F, A;) therefore ¢ — ;. The limit functions are
elements of C(F, A,) and satisfy equations (12), (13), (14).
Let us now prove the uniqueness of the found solution. Let us assume that @El)
any two solutions that satisfy the inequalities

and <p£2) are

o™ — QOlo(z,t) < R, i=1,2,3, ,k=1,2, (x,t,s)€F.

Let us introduce @; = <p2(»1) — gpz(-z) 1=1,2,3 and

2
. v(z)—s - v(z) —s
A— max{ sup [nsolns(z,t)“], sup [nsozuz,t)(”) ,
IENAS (z,t,8)EF z (z,t,8)EF z
~ Viz)— S 3
sup [nwsns(z)(”’}}mq
(z,t,8)EF z

where

n+1
I/(Z)—S(]—* OH

(n+1)2
Then, from equations (15), (16), (17) one can obtam the following relations for functions ¢;

o1(x, z,t) =

Etz+t 1 T—€
/ / [go (0,6,7) + S @s(er —€) + / %(:c,a)@(x,sm—a)da}dmf,
o Je 2

z+t 0

&2(‘%72’”2‘:) = %/0 |:§51£cw($7£7t +z—= 5) - L)/Blww(magat —z+ f) + %453(5(:)1: +z—= 2£)+

t+z—2¢€ t—z
+/ &3('1:’&)&1('%’672‘:_'_‘2_5_a)da_/ &3(56,@)&1(58,6,1&—2—'—5—a)da]df,
0 0

E2

P3(w,2)= *4/02

1 z—2¢€
[@211(:1776’ Z — f) - 5@3(1‘,t - 26) + 2/0 &3(55’ O‘)@l(xa 2,2 — E - Oé)dOé:| dﬁ
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which are similar to equalities for ¢}, i = 1,2, 3.
Applying the estimates given above, we find an analogue of inequality (21) in the form

where p' := maxa{ni,n2,n3}. Since a < ag then p’ < p < 1. Therefore A = 0 and ¢

ol

A< A,

1 _

%

, 1 =1,2,3. The theorem is proved.
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JIBymepHasa obpaTHas 3aJada AJIs
nHTerpo-and depeHImaIbHOro ypaBHEeHUs
runepooJInIecKoro TUIa

2Kypabek I11. Cacdapos

Nucturyr marematukn AH Pecniybnukn Y3bekucran
TamkenTt, Y3bekucran

Tamkenrcknit yauBepcuTeT nHGOPMAIMOHHBIX TEXHOJIOIHIA
TamkenT, Y3bekucran

Awnnoranusi. PaccmarpuBaercst iByMepHasi oOpaTHasi 3aj[avda ONpeiesIeHusT siipa WHTErPATLHOTO dJIe-
Ha B MHTErpo auddepeHnnaIbHOM ypPaBHEHUN TUIIEPOOINIeCcKOro Tuma. B mpsMoil 3amade TpebyeTcs
HalTH (QYHKIWIO CMENeHNsl M3 HadaIbHO-KpaeBoil 3aja4uu.B obpaTHoil 3amade Tpebyercs onpeieseHne
S/Ipa UHTErPaJbHOTO YIeHA 3aBUCSIIErO KaK OT BPEMEHHOM, TaK U OT OJHOM MPOCTPAHCTBEHHOM epeMeH-
Hoit. /TokasbiBaeTcs, JIOKaIbHAs, OJHO3HAYHAS PA3PEIINMOCTD [TIOCTABJIEHHON 3a/1a41 B KJjlacce pyHKIUH
HEIPEPBIBHBIX 10 OJHOI U3 IePEMEHHBbIX M aHAJUTHIECKUI 1O IPyroil IepeMeHHO, Ha OCHOBE METOJIA
mKaJ I GaHAXOBBIX MTPOCTPAHCTB BEIECTBEHHBIX AHAJIUTUICCKUX (DYHKITHIA.

KuaroueBsbie ciioBa: unrerpo-auddepeHnuaibHoe ypaBHeHne, obpaTHasl 3a/1a4a, J1ejabTra (pyHKIMs, WH-
TerpajibHOe ypaBHeHue, TeopeMa Banaxa.
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Let A denote the class of functions f(z) of the form:
oo
f(z):z—FZakzk (ar 20, ne N={1,2,3,---}), (1)
k=n

which are analytic and univalent in the open unit disk given by
U={z:2€C and [z <1}

The Koebe one-quarter theorem [5] ensures that the image of U under every univalent function

1
f € & contains a disk of radius 1 Hence every function f € S has an inverse f~!, which is
defined by
f7Hf(2) == (2€)

and )
) = o (jul<m@in() > 1),
where
fHw) = w — agw?® + (243 — az)w® — (5a3 — bagaz + az)w* + -

A function f(z) € A is said to be bi-univalent in U if both f and f~! are univalent in U.
We denote by ¥ the class of all functions f which are bi-univalent in U and are given by the
Taylor-Maclaurin series expansion (1). The behavior of the coefficients is unpredictable when
the biunivalency condition is imposed on the function f € A. A systematic study of the class
% of bi-univalent function in U, which is introduced in 1967 by Lewin [12]. For a brief history
and interesting examples of functions which are in (or which are not in) the class 3, together
with various other properties of the bi-univalent function class ¥, one can refer to the work of

*mgshrigan@gmail.com
(© Siberian Federal University. All rights reserved
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Srivastava et al. [21] and references therein. Ever since then, several authors investigated various
subclasses of the class ¥ of bi-univalent functions. For some more recent works see [22-27]. The
class of bi-starlike functions is introduce by Brannan and Taha [2] (see also [14]). For 0 < o < 1,
a function f € A is in the class S (a) of bi-starlike function of order « if both f and f~1 are
starlike in U and obtained estimates on the initial coefficients conjectured that |as| < V2. Tt
may be noted that for a =0, ¢ — 17, S;(a) = 5%, the familiar subclass of starlike functions
in U.

For the univalent function in the class A, it is well known that the n'” coefficient a,, is bounded
by n. The bounds for the coefficients gives information about the geometric properties of these
functions. For example growth and distortion properties of normalized univalent function are
obtained by using the bounds of its second coefficient as. In 1966, Pommerenke [15] define the
Hankel determinant of f for g > 1 and n > 1 as

(07%% Ap4+1 - An4q+1
Ap41 Ap+2 ... Qn+4q
Hy(n)=| . , A (2)
Un+qg—1 GOp+q --- OGp42q—2

A good amount of literature is available about the importance of Hankel determinant. It plays
an important role in the study of singularities as well as in the study of power series with integral
coefficients ([3,4]). In 1916, Bieberbach proved that if f € S, then |a3 — a3| < 1. In 1933, Fekete
and Szegd [5] proved that

4p—3 if u>1,
|as — pa3| = § 14 2exp[—2u/(1 - p)] if 0<p<1, (3)
3—4p if p<O0.
The Hankel functional Hy(1) = |ag — a3| and H(2) = |agas — a3| is also known as Fekete—

Szeg6 functional and second Hankel determinant respectively. The Hankel functional has many
applications in functional theory. For example |az — a3| is equal to Sy(z)/6, where S¢(z) is
the schwarzian derivative of the locally univalent function defined S¢(z) = (f"(2)/f'(2)) —
1/2(f"(2)/f(2))? (See [19]). In 1969, Keough and Merkers [11] solved Fekete-Szegd problem
for the classes of starlike and convex functions. Lee et al. [13] established the sharp bounds to
|H2(2)| by generalizing several classes defined by subordination. Janteng et al. [9] (see also [1,18])
provided a brief survey on Hankel determinants and obtained bounds for |Hz(2)| for the classes
of starlike and convex functions.

The theory of g-calculus in recent years has attracted the attention of researchers. The
g-analogy of the ordinary derivative was initiated at the beginning of century by Jackson [§].
Ismail et al. [7] first introduce and explore class of generalized complex functions via g-calculus on
the open unit disk U. Recently many newsworthy results related to subclass of analytic functions
and g-operators are meticulously studied by various authors (see [10,17,20]). For 0 < ¢ < 1, the
g-derivative of a function f given by (1) is defined as

flaz) = f(z) ¢
D,f(z)={ (qg—1)z for= 70, (4)
1(0) for z =0.
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We note that 111{1 D,f(z) = f'(z). From (4), we deduce that
g1~

oo
Dof(z) =1+ [Flgar """, ()
k=2
where as ¢ — 1~
1—¢ k
[k]q=1_q=1+q+~~+q — k. (6)

In this connection, our aim is to study upper bounds for functional |agay — a3| for functions
belonging to the class f € S;(«a), which is defined as follows.

Definition 0.1. A function f(z) given by (1) is said to be in the class f € S;(a), 0 < q <1,
0 < a < 1 if the following conditions are satisfied:

fex, Z(l;q(igz))>6 (0<p8<1;z€el)
and W>ﬁ (0K B <1;2z€), (7)

where the function g is the extension of f~' to U.

In order to derive our main results, we have to recall here the following lemma.

Lemma 0.1 ([16]). If h € H, then |Bk| < 2, for each k > 1 and the inequality is sharp for the

function

Lemma 0.2 ([6]). If p € P, p(z) = 1 +c12 + 222 + 323 + ... then 2c5 = ¢} + z(4 — &3),
deg = A3 +2(4 = A)err — c1(4 — D)a? +2(4 — 3)(1 — |z]?)z, for some z, z with |z| < 1 and
|| < 1.

Another result that will required is the maximum value of a quadratic expression. Stranded
computation shows

(4PR — Q?)/4P if Q >0, P < —Q/8,
(Orilta<x4)(Pt2 +Qt+R)=<R if Q<0,P<—-Q/4, (8)
o 6P +4Q+R if Q>0,P>-Q/8 or Q<0,P>—-Q/4

1. Main results

In this section, we investigate second Hankel determinant |H3(2)| for functions belonging to
the class S () using g-differential operator. For convenience, in the sequel we use the abbrevi-
ation q2 = [2](] — 1, q3 = [3],1 — 1, q4 = [4}(1 —1.

Theorem 1.1. Let 0 < a < 1,0 < ¢ < 1. If function f € A given by (1) belongs to the class
S, (a) then
i. For @ >0, P < —Q/8

a2a4a§}§T(Rg>. 9)
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ii. For Q <0, P < —Q/4
lazay — a§| < TR. (10)
iti. For@Q >0, P> —-Q/4
lazas — a3| < T (16P +4Q + R), (11)
where
P=4B*L+BM + N, Q=U —4pV,

R=064¢5q1, L= (q1—q3)q5, M = q5qs + 8¢5 — 8q3qu,

N = 4(q1 — g3) — 634504 + 4giqs, U = 4g3q3q1 + 126343 — 32g3qs, V = g3gzqs and  (12)
_a-pp
4‘13(13(14
Proof. If f € Sy() and g € f~'. Then
2(Dy f(2))
R R (e
o (1 - 6)p(2)
and
w(Dyg(w))
—— = =0+ (1 - Ba(w). 13
o (1~ Ba(w) (13)
We obtain
z2(D,f(z
(fq(fzg)) =1+ gzazz + [q?yag - QQag] 2+ [Q4a4 — (g2 + g3)asaz + qgag] P (14)
Also
w(D,g(w
(gzi())) =1—goasz + [q3 (243 — a3) — gea3] W+
+ [(g2 + g3)a2 (2@% —a3) —q (5a§’ — basas + as) — QQ(L%] w4 (15)
From (13), (14) and (15), it is easily seen that
1_
ay = ﬂ’ (16)
q2
(1=B)°c  (1—B)(c2—da)
az = + 17
’ % 2q3 a7
and
1-B)3c3  5(1—B)> —d 1- —d
a4:%( 35) G (1-pB)%ci(e2 2)+( B)(cs —ds) (18)
4594 49243 2q4
Upon simplification, we easily establish
—a)(1-p)" 4 (1-5)°
asay — a2l = (g5 — a4) ( A+ 2 (cqg —do)+
24 — aj| v ' e 1 (c2 —do)
(1-p5)? (1-p5)? 2
ci(cs —d3) — ———(ca — d . 19
s 1(c3 —d3) i (ca —d2) (19)



Mallikarjun G. Shrigan Second Hankel Determinant for Bi-univalent Functions. ..

According to Lemmas 1 and 2, we write

2
02—d2:4 Cl(a:—y) (20)
and
3 4 — 2 4 — 2
403—4d3:%1+62( . Cl)(w—ky)—w(lﬂ-&-y%—i—
4—c?
+ (721) ((1 - |x\2) z— (1 — |y|2) w) , (21)

for some z,y,z and w with |z] < 1, |y| < 1, |2|] < 1 and |w| < 1. Substituting values of
¢2,C3,dy and d3 from (20), (21) on the right side of (19), we have

lacas — a3| <My + Ma(o1 + 02) + Ms(o] + 03) + Ma(o1 + 02) == F(o1, 02), (22)
where
(g2 —g3) (1= 5)* 4 (1-5) 4 (1-p)? 2
M; = ci + ]+ c(4—cf), 23
' 4304 Yodga N 200 1 -a) (23)
1-5)° , oy, 1=58)% , 2]
My=|—5—¢cj(4d—c])+ ——cij(4—c x| + , 24
2 [ 82qs 1( 1) 4q20s 1( 1) (lz[ + |y) (24)
(1-5)% , 2 (1-5)° 2 } 2 2
Mg=|——tci(d—c])——Lci(d—c z|* + , 25
o= | SR - @) - U (1 ) of 4 o) )
(1-p)? .
My = 5= (4 - )T () + 1yl (26)
43
Applying Lemma 1, without loss of generality assume ¢; = ¢ € [0,2] for g; = |z| < 1 and
02 = |y| <1 and using triangle inequality, we have
M—wm —g3)(1-B)? -2 +8c+g3]ct >0 27
L= (g4 —q3) (1 - B) ¢ +8c+q5| ¢t >0, (27)
4244
M_(1_5)2[1_ 2 _2
2= o [(1 = B)as + 2qaq3] * (4 — %) > 0, (28)
8454344
(1-p5)° 2
Mg=-—"—(4—c")c(c—2) <0, 29
’ 8g2q4 ( )l ) (29)
1— 2
o= B8 225 (30)
4q3

To maximize the function F'(p1, 02) on the closed region & = {(p1,02) : 0 < 01 < 1,0 < o2 < 1}.
Differentiating F'(p1, 02) partially with respect to o1 and g9, we get
F

0101

'nggz - (Fsz)Q <0. (31)

This shows that the function F(g1,02) cannot have local maximum in the interior of the region
&. Now we investigate the maximum of F(g1, 02) on the boundary of the region &. For p; =0
and 0 < g2 < 1 (similarly po = 0and 0 < g1 < 1), we obtain

F(0,02) = Q02) = (M3 + My) 03 + Mags + M;. (32)
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i. M3+ My > 0 : In this case for 0 < 92 < 1 and any fixed ¢ with 0 < ¢ < 2, it is clear
that Q' (g2) = 2 (M3 + My) 02 + Ms > 0, that is Q(p2) is an increasing function hence for fixed
¢ € 10,2), the maximum of (2) occurs at g2 = 1 and maximum of go = My + Ma + M3 + M.

ii. Mz + My < 0: Since My +2(M3 +My) > 0 for 0 < g2 < 1 and for any fixed ¢ with
0 < ¢ < 2, it is clear that Ma + 2 (M3 + My) < 2(Ms + My) 02 + Ma < My and so ©/(g2) > 0.
Hence for fixed ¢ with 0 < ¢ < 2, the maximum ' (g2) occurs at g2 = 1. Also for ¢ = 2 we obtain

W-BPa—w) [ g, @ ] (33)

F(Ql»QZ =
) q%% (g4 — q3)

For g1 =1 and 0 < g2 < 1 (similarly g2 = 1 and 0 < 91 < 1), we obtain
F(1,00) = U (02) = (Mg + My) 0 + (M + 2My) 05 + My + My + Mg + My, (34)
Thus from above cases of M3 + My we get that
max U (g2) = U (1) = My + 2My + 2M3 + 4M,. (35)

Since (1) < U(1) for ¢ € [0,2], we obtain max F (91, 02) = F(1,1) on the boundary of the
square &. Thus , the maximum of F' occurs at 91 = 1 and g2 = 1 in the closed square &.
Let k : [0,2] — R defined by

k(C) = max(gl, QQ) = F(l, 1) = M1 + 2M2 + 2M3 + 4M4 (36)

Substituting the values of My, My, M3, My in the function k defined by (36), we get

_ 2
k(c) = M <|4 (g2 —q3) (1= B)°a5 — (1 — B)g3q3qa + 4q3qu| *+
4454544

(37)
+ 401 — B)a3a3qs + 126303 — 32g3qu| & + |64Q§Q4|>
which is quadratic in ¢?. Using the standard computation, we get
(4PR—Q?)/4P if Q >0, P < —Q/8,
lagas —a3| K TR if Q<0,P<-Q/4, (38)
16P+4Q+R i Q>0,P>-Q/8o0rQ —-Q/4
where P, Q, R and T are given by (12).
This completes the proof. O
Theorem 1.2. Let 0<q¢<1, 0<a<1and f € S;(a). Then for complex p
)1 -8
Na2| # (39)
Q2
Proof. Letting ¢ := ¢; > 0. Then for complex p, using (16) and (17), we have
1—5202 1—75)(ca —do 1—B)3c?
o = LB Q=P dy) | (=9
q5 qs3 q5 (40)
@=L —B)*as + (1 - B)(ca — d2)
24543
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By (16), we obtain

22— p)(1 - B)%c*qs + (1 — B)(4 — *)(z — )

as — Mag = 4(]5(]3 ) (41)
where x and y satisfying |z| < 1, Jy| < 1
(2 = p)(1 - B)%c?
g — ] <« B2 PTE (42)
2
using ¢ < 2, we get
2 —w)(1—pB)?2
o0 — | < E=G I (43)
2
This completes the proof. O

I am grateful to the reviewer(s) of this article who gave valuable suggestions in order to

improve and revise the paper in present form.
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BTOpOﬁ ornpeaeJimTeJIb l'ankens HJI5L GI/IYHI/IBa.TIeHTHLIX

dbyHKIOMiI, acCCOMMUPOBAHHBIX C ¢-AudHepeHITNATHLHBIM
ornepaTopoM

Mannukapaxys I'. Illpuran
TexHosoruvyeckuit 1 UCCIeI0BaTeILCKMIT HHCTUTYT BxuBapaban CaBanTa
IIyna, mrar Maxapamrpa, Unmgua

Anvoranus. llesbio naHHON cTaTbU sBJISETCS IIOJIyYE€HHUE BEPXHEH OIEHKHM BTODPOrO OIIPEJIesin-
Tenst lanmkensi, obosmauaemoro H(2), ama kmacca S;(o) OMyHUBAJEHTHBIX (QYHKIWH HCIOIL3YsI
q-ddepeHImaabHbIi 0IIepaTop.
KuroueBsbie ciroBa: onpesenureb [aHKe s, 6UOHONUCTHBIE DYHKINH, ¢-TuddepeHInaIbHbII onepa-
Top, dyukimonan Pekere-Cerad.
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Abstract. We consider a system of two-dimensional Euler equations describing the motions of an
inviscid incompressible fluid. It reduces to one non-linear equation with partial derivatives of the third
order. A group of point transformations allowed by this equation is found. Some invariant solutions and
solutions not related to invariance are constructed. The solutions found describe vortices, jet streams,
and vortex-like formations.
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Introduction
It is well known that the system of two-dimensional Euler equations
Up + Uy + VUy + P = 0, V¢ + UV 4+ vy + Dy =0, Uy + vy =0 (1)

describes plane motions of an inviscid incompressible fluid [1]. Here u,v are the components
of the velocity vector, p is the pressure. The symmetry group of the system (1) was found by
A.Rodionov and V. Andreev. They found a new non-local operator and constructed some [2]
invariant solutions. Moreover. they studied the invariant properties of the system in Lagrangian
coordinates. Very non-trivial and interesting solutions in Lagrangian variables are constructed in
the monograph [3]. At present, the question of the integrability of the system (1) by the method
of the inverse scattering problem remains open.

It is very interesting to study axisymmetric flows with swirl [1]. The transformation group is
admitted by these equations in Euler and Lagrangian coordinates is also presented in [2]. Few
solutions are known for this model.

In this paper, the Euler system (1) is converted to one equation for the stream function. An
infinite group of symmetries for this equation is found, and invariant solutions describing single
vortices and kinks are constructed. Two kinks solutions and ones corresponding to the infinite
group are given. A new solution of the stationary equation of axisymmetric flows with swirl,
known in the physical literature as the Grad-Shafranov equation [4], is found.

*kaptsov@icm.krasn.ru  https://orcid.org/0000-0002-9562-9092
© Siberian Federal University. All rights reserved

- 672 —



Oleg V. Kaptsov Some Solutions of the Euler System of an Invisci Incompressible Fluid

1. Symmetry groups and invariant solutions

It is well known [1] that the system of equations (1) can be reduced to one equation with
partial derivatives of the third order

(AY)i + 1y (AY)e — Pu(A¢)y = 0, (2)

where 1) is a stream function, A is the two-dimensional Laplacian operator and the lower indices
denote differentiation by the corresponding variables. If the solution of the equation (2) is known,
then the components of the velocity vector are reconstructed by the formulas u = v, v = —,.

Standard methods [5] can be used to find an Lie symmetry algebra of the equation (2). It is
generated by the following operators

0 0 0
Xl—aa Xy = 7 1/)61/} X3 = o +y37+2w81/)
0 0] 0 0 5
0] 0 0 3

where f, g and h are arbitrary functions of ¢. The first four operators generate well-known trans-
formations: the translation in the t-direction, two scaling symmetries and rotation in R?(z,y).
The operator X3 is responsible for the transition to a coordinate system rotating with a constant
angular velocity. It generates the transformation

t=t, &=uwxcosat—ysinat, § = xsinat+ ycosat, @Z:w+a(x2+y2)/2, Va € R.

The operator Xg defines the time shift of the function ¥: ¥ — ¢ + f(t), and the operators
X7, Xg give the generalized Galilean boosts

=t j=y, i=a+g, v=1v+yg,

:t7 r =, ?J:?J‘Fh; ’l[}:’d}—ilfhl

St

The infinite subalgebra generated by the three operators Xg, X7, Xg induces action on the solu-
tions of the equation (2)

U(t,z,y) — Ytz — g,y — h) +yg' — xh' +m, (3)

where m is an arbitrary function of ¢.
Let us consider the stationary equation (2)

The left-hand side of this equation is the Jacobian determinant of ¢ and Aw. Therefore, any
solution to the equation

A =w(v)
satisfies (4). It can be shown that equation (4) admits a symmetry algebra generated by six
operators
0 0 0 0
Y1 = — Yo = — Y= — Yi=¢—
1 8$’ 2 ay7 3 awa 4 ¢8¢7
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0 0 0 0

Let us proceed to the construction of solutions related to the symmetries of the equations.
Vortices. A solution of the equation (4), which is invariant under the rotation transformation,
has the form v = F(2? 4+ y?), where F is an arbitrary smooth function. Hence, according to (3),
the function

Y =F((a—9)?+(y—h)?) +yg —al’
also the solution of this equation for any smooth functions g(t), f(¢).

Define the functions F, g, h as follows

1 .
F = m, g = Sln(t) + 05t, h = 3COS(4t) + Olt
Then the pattern of streamlines at time ¢ = 0 looks like in Fig. 1, where we see a single vortex.
At t = 1.2 the vortex disappears (Fig. 2), but at time ¢ = 2.4 it appears again. We get a

6 — —
j—
f— —
4
P N\
— \ —
2 5—___.—-—__:__—'_'
—— —

Fig. 1. Vortex at time t=0.

"flickering" vortex: it either appears or disappears. It is easy to choose the functions F), f, g so
that the vortex will exist all the time. To do this, it is enough to leave the function F' the same,
and change the functions g and h a little: g = sin(¢t) 4+ 1.5¢, h = cos(4t) + ¢.

If one chooses the function 1

then we obtain a steady flow with a singularity at the origin of coordinates. This singular solution
is analogous to the classical point vortex in a irrotational flow [1], but this flow is rotational.
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Fig. 2. The disappearance of the vortex at t=1.2

Using the action of the transformation group (3), it is not difficult to obtain a nonstationary
vortex with a singular point.
Kink and soliton. The solution of the equation (4) invariant under the combination of trans-
lations is of the form
Y= F(ax +by), a,beR,

where F' is an arbitrary smooth function. If we take the function F equal to arctan(ax + by),
then its graph is a two-dimensional kink (step). Using the Galilean transformations, we obtain
a nonstationary solution of the equation (2)

Y =yg — xh’ + arctan(exp(z — g +y — h)),

where g = 0.5¢,h = 0.1¢. In this case, the graphs of the velocity components at different times
are similar to a soliton and an antisoliton with variable amplitudes, respectively.

"Two soliton" solution. Using computer algebra systems, it is not difficult to find the following
stationary solution

()

P = arctan< St J2 >

1+s12fifo

of the equation (4). Here fi, fo are functions equal to exp(k;x + n;y + m;) (i = 1,2) , and
k;,n;,m;, S10 are parameters that satisfy two relations

(n1 — ng)?

2 2 _ 2 2 —
n2+k2 =n, +k1, SlQ—m.
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A typical graph of the function ¢ given by the formula (5) looks like two stationary kinks for real
parameter values (Fig.3). The streamline pattern represents the interaction of two jets. Using the

Fig. 3. Two stationary kinks

generalized Galilean subgroup, one can construct non-stationary solutions of the equation (2).
Another way to construct stationary solutions of the equation (2) follows from the next
statement. Let ¢ be the solution Laplace equation A¢ = 0, then the function

¢ =log(sA(log¢)), Vse€R,

satisfies the equation (2). One can obtain nonstationary solutions using the symmetry group of
the equation (2). This representation for the stream function is due to the fact that the Liouville
equation

Arp = exp(v),

admits an infinite group of transformations.

2. Additional solutions

We proceed to the construction of other non-stationary solutions of the equation (2). We
look for the function % in the form

N
W = F(kx +ny +m(t) + ro(t)x + ri(y + Y ri(t) (ke +ny)’, (6)
i=2
where F' is an arbitrary function, k,n are arbitrary constants, and m,r; (j = 0,...,N) are

unknown functions on ¢. Substituting the representation (6) into equation (2), we have a system of
ordinary differential equations on functions m(t), r;(¢). Solving this system, we obtain recurrence
formulas for the functions m,r;

m:/Sdt, ’I“N:C'7 Ti_lzi/TiSdt, i:2,...,N,
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where C' is an arbitrary constant, S = —krg + nry, and rg,r; are arbitrary smooth functions
on t.
One can look for a solution to the equation (2) in the form

b= F(k(t)x +n(t)y +mt) + Y ri(t)a'y’.
i+5>0
Substituting the latter expression into equation (2) results in a system of nonlinear ordinary
differential equations on functions k(t), n(t), m(t),r;;(t). Finding its solutions remains an open
problem.
Let us now consider the stationary equation for the stream function, which describes an
axisymmetric swirling flow [1],

wmw‘FwM" —%/7‘ = T2G+H, (7)

where G, H are arbitrary functions of ¥. In plasma physics, this equation is called the Grad-
Shafranov equation [4]. Some of its solutions are presented in the monograph [2], where there
is also a group classification of this equation. Shan’ko [6] found some functionally-invadant
solutions of the equation (7).

We will look for a solution to the equation (7) in the form

Y = S(2* + ar?), a €R,

where S is the function to be found. Substituting this representation into the equation (7), we
obtain the relation
25" + 42%8" + r*(4a*S" — G) — H = 0.

We introduce a new variable ¢ = 22 + ar? and rewrite the last relation as
25" +4¢S” — H + r*(4a(a — 1)S" — G) = 0.
Two equations follow from this
28" +4¢S" = H(9), da(a —1)S" = G(S). (8)

If the function S is given, then from the last two equations (8) one can find the functions
G and H. Suppose, for example, S = 1/q. Then from the first equation of the system (8) we
have H(q~') = 6¢~2. So the function H(z) is 612. Similarly, from the second equation of the
system (8) we find the function G(v)) = 8a(a — 1)13. Therefore, the equation (7), with the found

functions G, H, has a solution
1

v= 2 +ar?’
The components of the velocity vector, according to [1], are
-2 2 A — 43
a4 = ¢ i AeR.

W= —"-y,

v= (22 + ar2)?’ U= r(z2 + ar?)?’ r

This solution has a singularity at » = 0 and tends to zero at infinity.

This work is supported by the Krasnoyarsk Mathematical Center and financed by the Ministry
of Science and Higher Education of the Russian Federation in the framework of the establish-
ment and development of regional Centers for Mathematics Research and Education (Agreement
no. 075-02-2022-873).

- 677 —



Oleg V. Kaptsov Some Solutions of the Euler System of an Invisci Incompressible Fluid

References

[1] G.Batchelor, An introduction to fluid dynamics, Cambridge University Press, 1970.

[2] V.Andreev, O.Kaptsov, V.Pukhnachov, A.Rodionov, Applications of group-theoretical
methods in hydrodynamics, Kluwer Academic Publishers, 1998.

[3] A.A.Abrashkin, E.IYakubovich, Vortex Dynamics in Lagrangian Description, Moscow,
FIZMATLIT, 2006 (in Russian).

[4] L.-Woods, Theory of Tokamak Transport. New Aspects for Nuclear Fusion Reactor Design,
Wiley-VCH, Weinheim, 2006

[5] L.V.Ovsyannikov, Group Analysis of Differential Equations, Academic Press, NY, 1982.
[6] Yu.V.Shan’ko, Exact solutions of axially symmetric Euler equations, AppL Maths Mech,
60(1996), no. 3, 433-437
HekoToppble pelnieHnsi cucteMbl Ditjiepa HEBI3KOIA
HECXKMMAaeMOl »KIUJAKOCTH
Ouger B. Kanmos

MNucruryT Bhrauncanrensaoro mogenuposanns CO PAH
Kpacnosipck, Poccuiickas @eneparus

Awnnoranusi. B pabore usyuaercs cucreMa IByMEpPHBIX ypaBHEHHN Dilepa, OMUCHIBAIOIAS [IBHKEHUS
HEBA3KON HecknMaeMoil kuakoctu. OHa CBOAWTCA K OJHOMY HEJIMHEHHOMY YPABHEHWIO C YaCTHBIMU
IIPOM3BOJHBIMU TPEThbero mnopsinka. HafimeHa rpymmna TOYeYHBIX IPEOOPA30BAHUI, JOIMYCKAEMBIX STUM
ypaBHeHHeM. IlocTpoeHBI HEKOTOpPBIE MHBAPUAHTHBIE PEIIEHUs U PEIIeHUs He CBsI3aHHbIE C MHBAPHAHT-
HOCTBIO. Haii/ieHHbIe pelreHnsi OMMCHIBAIOT BUXPU, CTPYWHBIE TEUEHNUS U BUXPEIIOAO0HBIE 00PA30BaHNUS.

KuroueBsbie ciioBa: ypaBHeHus Diljiepa, IPYIIbI IpeoOpa3oBaHuil, MHBADUAHTHBIE DEIIeHUs, BUXDH,
CTpyH.
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Abstract. Graph automorphisms of a Chevalley group correspond to each type of reduced indecompos-
able root system ®, which Coxeter graph has a non-trivial symmetry. It is well-known, that a Chevalley
algebra and its niltriangular subalgebra N has a graph automorphism 6 exaclty when ® is of type A,,
D,, or Es. We note connections with homomorphisms of root systems introduced in 1982.

The main theorem on the centralizers in N of the automorphism 6 gives new representations of
niltriangular subalgebras, using also the unique series of unreduced indecomposable root system of type
BC,.
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1. Preliminary notes

The semisimple complex Lie algebras are classified in Cartan—Killing theory parallel with the
root systems of a Euclidean space V.

For any indecomposable root system ® in V and for any field K we have corresponding
Chevalley algebra Lg(K). The elements e, (r € ®) and the basis of the suitable Cartan sub-
algebra H with the condition He, C Ke, [1, Sec.4.2] form a basis of L (K). The elements e,
(r € &) for the positive root system ®* in ® form a basis of niltriangle subalgebra N®(K).

The system of fundamental roots II, which is a basis in 7, is unique. The Cartan numbers
Ars = 2(r,8)/(r,s) (r,s € II) are integer, they form the Cartan matrix. We call a graph with
nodes, one associated with each fundamental root, such that the ith node is joined to the jth
node by a bond of strength A,As,, a Coxeter graph of the root system ®, by the terminology of
J.-P.Serre [2] (see also remark in [3, Sec. 1]). If we mark each node by a number (r,r) we obtain
the Dynkin diagram.

The classification of simple complex Lie algebras, to within isomorphism, is connected with
the classification of indecomposable root systems, to within equivalence. There exist 9 series of
reduced root systems [4, Tables I- IX] — the classical types A, B, Cy, D,, and the exceptional
types Gso, Fy, Eg, E7 and Eg.

Co-roots h,. = 2r/(r,r) (r € ®) give also a dual root system ®* with base IT* and, also, the
systems @, (P*)* are equivalence. Note that the systems of type B, C, are dual.

On the other hand, all indecomposable unreduced root systems, to within equivalence, are
exhausted by the systems of type BC),. For n =1 we have

*vlevchuk@sfu-kras.ru
Tsuleymanova@list.ru
(© Siberian Federal University. All rights reserved
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—2a —a 0 a 2a
Type BC;.

In 1982 in [5] homomorphisms of root systems were introduced. Denote by Ly(®) the additive
subgroup in V generated by the roots of ® (the lattice of roots).

Definition 1. We call a mapping ® — ® a homomorphism of ® into ® if this mapping may
be extended to a homomorphism of the group Lo(®) into the group Lo(P').

We consider homomorphisms of the root system ®, which are not isomorphisms. Such homo-
morphisms exist only if the Coxeter graph of the system ¢ has a non-trivial symmetry and all
roots in ® have an equal length [5].

The symmetry may be linearly extended to a permutation on the root system ®. Under the
same restrictions on ® the Chevalley algebra Lg¢(K) has a graph automorphism

0: e —er (rell),

according to the proof of Proposition 12.2.3 in [1]. By [6], the same conclusion is true for the
induced automorphism of subalgebra N®(K).

By [7] and [8], an arbitrary (not necessary associative) algebra A is said to be an exact
enveloping algebra for a Lie algebra L if L is isomorphic to the associated algebra A(~). The
both algebras L and A may be defined by structure constants in the same basis, in contrast to
the universal associative enveloping algebra.

The existance and the structure of exact enveloping algebras for the Lie algebras N®(K)
were considered in [7]. Centralizers of graph automorphisms of Lie algebras N®(K) play an
important role in the investigation of uniqueness (problem of I. P. Shestakov, 2017).

For the classical types on this way special exact enveloping algebras

RA,_1(K) = NT(n,K), RB,(K), RCn(K), RD,(K).

were discovered (the associative algebra NT'(n, K) of all (lower) niltriangular matrices of degree
n over K exists only for the type A4,,_1):

The problem on non-trivial homomorphismd of root systems and embeddings of the cen-
tralizers is studied for ® of type D,, and #? = 1, [9]. This problem was represented at the
student conference in SFU (2022) by students of IMFI (M. V. Dektyarev, D.R.Khismatulin,
A.D. Pakhomova and I. V. Salmina).

2. Centralizers of graph automorphisms
It is well-known that the number
p(®) := max{(r,r)/(s,s) | r,s € D}

is equal to 1 or 2 or @ of type G5 and p(P) = 3.

The root systems of the same length (i.e. with p(®)=1), having a non-trivial symmetry of
order 2, exhausted by the types A,, D, and Eg with Coxeter graphs, correspondingly,

Ap : O O O— — —— ——(O— 0 (nnodes,n}l)
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Dy : > O————-0— © (nnodes, n>4)

In this cases the graph automorphism 6 is defined for the Chevalley algebra and for its subalgebra
N®(K). In addition, either 6 is of order 2, or ® of type D, and 6 = 1.

By [2, Ch. V, Sec. 15|, a Coxeter graph gives Dynkin diagram, if we mark each node r by a
number (r,7) (we assume that short roots have a lengh 1).

The root systems of type B,, are C,, dual and they have the same Coxeter graph. However,
Dynkin diagrams for these types coinsides when n = 2. In this case the root systems are
equivalent and the Coxeter graph have a non-trivial symmetry of order 2, as for types Fy and Gs:

e — S S S S P )
Cn %:é—&,,,,{l)—é (n>2)
2 2 1 1

Fy: O O O ®)

G2t —=0

Note that Chevalley algebras (in contrast to Chevalley groups) of types Fy, G and By = Cy
doesn’t have a graph automorphism [10].

We study the centralizer C() of the graph automorphism 6 of the Lie algebra N®(K), i. e. the
subalgebra of all f-stationary elements. Note, that the root system of type Aa,, by [5, Lemma 7],
has a homomorphism to the unreduced root system of type BC,,.

The main result of the article is

Theorem 1. Let 0 be a graph automorphism of a Lie algebra N®(K). Then one of the following
statements is valid.
(a) 03 =1, ® of type Dy and C(0) ~ NG2(K);

(b) 6> =1, ® type D,, (n>4) and C(0) ~ NB,,_1(K);

(c) 02 =1, ® of type Aap—1 (n = 3) and C(0) ~ NC,,(K);

(d) 62 =1, ® of type Eg and C(0) ~ NF,(K);

(e) 02 = 1, ® of type Aa,, (n = 2) and the centralizer C(6) in NAs,(K) is a subalgebra,

associated with the unreduced root system of type BC,,.

A special case was considered in [9, Lemma 3.6].

Lemma 1. The algebra RB,,(K) is represented in the algebra RD,11(K) by a centralizre of the
graph automorphism 6 of order 2 of the Lie algebra RD,, 1 (K)(7).
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The authors showed that, using this lemma, an increasing sequence with uniquely defined
isomorphic embeddings of algebras

RB,,_1(K) C RD,(K) C RB,(K) CRD, 1 (K)C---, n=3,4,5,....
may be obtained.

This work is supported by the Krasnoyarsk Mathematical Center and financed by the Ministry
of Science and Higher Education of the Russian Federation (Agreement 075-02-2022-867).
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O nenrpasmsaropax rpadoBbIX aBTOMOP(MU3IMOB
HUWJIbTPEYTOJIbHBbIX noaaJiredop aaredop IllesaJiiie

Baaagumup M. JleBuyk

l'ammua C. CyneiimanoBa
Cubupckuii dejiepaibHblii YHUBEPCUTET
Kpacnosipck, Poccuiickas @eneparnus

Anvsorauusa. na rpynnsr [TleBasie rpagoBbie aBTOMOP(MU3MBI CBA3BIBAIOT C KaXKJIbIM THUIIOM acCo-
[IMUPOBAHHON TPUBEJIEHHON HepasjokuMoit cucrembl Kopueit @, rpad Kokcrepa KoTOpoii jomyckaer
HETPUBHAJIBHYIO cuMMeTpuio. 3BecTtHo, uro anrebpa llleBasme u, aHATOrMYHO, €6 HUIBTPEYTOJIBHAS
noganrebpa N obsagaer rpadosbiM aBroMopdusmoM O Touno korma @ — tuna A,, D, wm Eg. Mbr
OTMedaeM CBs3b C BBeJeHHBIMU B 1982 romay romomopdusMamMu CUCTEM KOPHEH.

OcHoBHasi Teopema O meHTpaau3aropax B N aBromopdusma 6 TpUBOIUT K HOBBIM IPEICTABICHUSIM
HUJIBTPEYTOJIBHBIX IOAAIre0p, UCIOIL3YIOIMUM U €JIMHCTBEHHYIO CEPHUIO HEIIPUBEIEHHBIX HEPA3JIOKUMBIX
cucreMm KopHeit tuna BC),.

KuaroueBrbie cioBa: anrebpa lllesasie, HUABTpEyroabHas cybanredpa, roMOMOPGMU3MBI CHCTEM KOP-
HeHn.
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