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Abstract. It is proved that the general linear group G L (Z) (its projective image PG L, (Z) respectively)
over the ring of integers Z is generated by three involutions, two of which commute, if and only if n > 5
(if n = 2 and n > 5 respectively).
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Introduction

We call groups, generated by three involutions, two of which commute, (2x2, 2)-generated. The
class of such groups is closed with respect to homomorphic images if, by definition, we consider
the identity group as such and we do not exclude the coincidence of two or all three involutions.
M. C. Tamburini and P.Zucca [5] have proved that some matrix groups of big enough degree
n, depending on the parameter d, over the d-generated commutative are (2 x 2,2)-generated.
Particularly they established (2 x 2,2)-generation of the special linear group SL,(Z) over the
ring of integers Z when n > 14. Ya.N.Nuzhin [2] has proved that the projective special linear
group PSL,(Z) over the ring of integers is (2 x 2,2)-generated if and only if n > 5. Applying
methods of the paper [2], we obtain similar criteria for the general linear group GL,(Z) and its
projective image PGL,(Z).

Theorem 1. The general linear group GL,(Z) over the ring of integers Z is generated by three
involutions, two of which commute if and only if n > 5.

Theorem 2. The projective general linear group PG L, (Z) over the ring of integers Z is gener-
ated by three involutions, two of which commute if and only if n =2 and n > 5.

1. Notations and preliminary results

Further, R is an arbitrary commutative ring with the identity 1, SL,(R) is a subgroup of
matrices with determinant 1 of the general linear group GL,(R) over the ring R.

*mark.i.a@mail.ru
Tnuzhin2008@rambler.ru
(© Siberian Federal University. All rights reserved
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Elementary transvections
tij(k‘) :En—&-k:eij, ,j=1,2,....n,1# j, k€ R,

will be called simply transvections, where E, is an identity matrix of degree n, and e;; is a
(n x n)-matrix with 1 on the position (4, j) and zeros elsewhere. Also let

t”(R) = <t1](k) | k’ER>, Z,]: ].,2,...,77,, Z?éj

For any non-empty subset M of some group, by (M) we denote the subgroup generated by the
set M. The next lemma is well known (see, for example, [6, p. 107]).

Lemma 1. The group SL,(R) over the Euclidean ring R, in particular over any field, is gen-
erated by subgroups t;;(R), 1,7 =1,...,n.
The ring of integers Z is Euclidean and t,5(Z) = (t,s(1)), so the corollary of Lemma 1 is

Lemma 2. The group SL,(Z) is generated by transvections t;j(1), i #j, i,j =1, 2, ..., n.

Since the index of the subgroup SL,,(Z) in the group GL,(Z) is equal to 2, Lemma 2 implies

Lemma 3. The group GL,(Z) is generated by transvections t;;(1), i # j, i,j =1, 2, ..., n,
and any matriz with determinant —1.

Set
0 0 0 0 1
1 0 0 O
= 0 1 0 0 O
00 -~ 010

The matrix p has group order n and the group (u) acts by conjugations regularly on the set of
transvections

T= {tln(1)7ti+li(]-)7i = 172a cees N — 1}7
and on the transposed set
T/ = {tnl(l);tii-&-l(l);i = 1,2, ey — 1} .

By commuting transvections from the set T' or from 7", all the transvections ¢;;(1) can be
obtained. Therefore, each of the sets T and T" generates the group SL,(Z). Moreover, by virtue
of Lemmas 2 and 3, the following lemma is valid

Lemma 4. The group SL,(Z)(GL,(Z) respectively) is generated by one of the transvections
tln(l), ti+1i(1); tn1(1)7 tii+1(1)7 Z = 1, 2, ey, — 1,

and by the matriz ep for any (1,—1)-diagonal matriz ¢ under condition that ey € SL,,(Z)
(det(ep) = —1 respectively).

— 414 —
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Let I be an ideal of the ring R. Then the natural ring homomorphism p; : R — R/I defines
a surjective homomorphism

Yr: My(R) — M,(R/I)

of the ring of n x n-matrices M, (R) with the usual operations of addition and multiplication,
where for any matrix (a;;) € M, (R) by definition

Yr: (aiy) = (pr(aiz))-
On the other hand, the homomorphism p; induces a group homomorphism
or: GL,(R) —» GL,(R/I),
wr: SLp(R) — SL,(R/I),

where also by definition
e (aig) = (pr(aiy)).
D. A. Suprunenko calls p; a Minkowski homomorphism |7, p. 95]. However, the homomorphism

7 is no longer required to be surjective like the homomorphism v (see [1, Example 1]).
A linear group of type X,, over a finite field of ¢ elements will be denoted by X,,(q)

Lemma 5. The group PSL,(2) is a homomorphic image of the groups GL,(Z) and PGL,(Z).

Proof. Evidently, GL,(2) = PGL,(2) = SL,(2) = PSL,(2). Since both groups GL,(2) and
SL,(Z) are generated by their transvections, and GL,,(Z) = (E,, —2€e,,)S Ly, (Z) and the quotient
ring Z/I by the ideal I generated by the element 2 is isomorphic to a field of two elements, then
the homomorphisms ¢y : GL,(Z) = GL,(2) and ¢; : PGL,(Z) — PGL,(2) are surjective.
The lemma is proved. O
For brevity, the group generated by three involutions, two of which commute, will be called
(2% 2,2)-generated, and, by definition, we consider the identity group as such and do not exclude
the coincidence of two or all three involutions. With this definition, the following lemma is valid

Lemma 6. The class of (2 x 2,2)-generated groups is closed under homomorphic images.

We use the following notations: a® = bab™1, [a,b] = aba~'b~1.

2. Proof of Theorem 1

The case of n = 2. The fact that the group GLy(Z) is not generated by three involutions, two
of which commute, was established in [3, Sentence 2.3].

Cases n = 3,4. For n = 3,4 the group PSL,(2) is not (2 x 2,2)-generated [4]. Therefore,
by virtue of Lemmas 5 and 6, the group GL,(Z) will also be such. Note that for n = 2 this
argument fails, since the group PSLy(2) is isomorphic to a dihedral group of order 6, which is
(2 x 2,2)-generated by definition.

Case n = 5. Let us show that the group GL5(Z) is generated by the following three involutions

-1 0 0 0 O 0O 0 0 0 -1
110 0 O 0O 0 0 -1 0

o= 0010 0], B= 0 0 -1 0o 0 1,
0 0 01 1 0 -1 0 0
0 00 0 -1 -1 o 0 0 O

— 415 —



Irina A. Markovskaya, Yakov N. Nuzhin On Generation of the Groups GLy(Z) and PGLn(Z) ...

2
Il
o~ o oo
oo~ o o
oo o~ o
o0 o o
— o o o o

the first two of which commute. Suppose M = («, 3, 7). Let

0 0 0 -1
-1 0 0 0 0
n=py= -1 0 0 0
0 0 -1 0 0
0 0 0 -1 0
Then
-1 0 0 0O
0 1 0 0 O
al = 0 1 1.0 0 |,
0 0 01 0
1 0 0 0 1

o, [a, Of”]n]" = t31(1)ta1(—2)ts5(—1),

[ @] fos o, @) | = tan(1),

(taa(1))" = tas(1),
[taz(1),t25(1)] = ta5(1).

Thus, M contains the transvection t45(1) and the monomial matrix n = —p with determinant —1.
By Lemma 4 M = GLs(Z). What was required to show.

Case n = 6. Let us show that the group GLg(Z) is generated by the following three involutions

10000 0
11000 0
00100 0

““1 oo0oo001 ol
00010 0
00000 —1

010000 00000 1
10000 0 000010
looo100 looo100
=l oo1000]| "|loo100o0
00000 1 010000
000010 10000 0
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The involutions 8 and v commute. Let us introduce the following notation for some diagonal

and monomial matrices by setting
di = En — 2e4,

dij = B, — 2e4; — 2¢55,
nf = tig(Dtji(=1)ti;(1),
ng; = tiy (=1t (1)t (—1),
Ni; = dmjj.
Obvious relations are valid for the specified elements, which we will use below.

(di)? = (dij)? = (niy)? =nfn; =1,

1j g

(nf)? = (ny;)* = dij,

+ o —
nij = nji,
Nij = N4

Note also that n;; is the permutation matrix corresponding to the transposition (zj). In these
notations
a = digta1(1)nas,

B = nianzanse,
Y = N34N25M16-

Matrix calculations show that
o = dast19(1)nze,

)
a7 = digtse(1)nas,

v =(a"a)? = tor (1)ta1(1)tas(—1)ts6(—1),
n = (aa”)? = ta1(—1)ny; dzsdse,
()" = di5ta1(1)nse,
((@”)")? = dsadss,
(dsads)” = di2dsa,
a®2%4 = dygdysta (1)ns,
aadizdss — g,

(da5)” = das,
(d12d34)dysd23 = dis,
di5(a”)" = ta1(1)nse,
(t21(1)nse)” = t12(1)nas,
(di5)" = do,
das = diatar(1)nys,

(dr22r, (1)nasn)?® = dra,

— 417 —
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dy2dss = dg,
digax = ta1(1)nys,
(t12(1)n4s5)” = te5(1)nas,
(t21(1)nastes(1)naz)? = ta1 (1)ts1(1)tea(1tes(1),
0P = t19(1)t3s(—1)taz(Vtes(—1),
(V)" = ta1(—1)tss5(—1)tar (—1)tes(—1),
[(V7)7, (t21(1)nastes (1)nas)?] = ter(1),
(te1(1))” = ta6(1),
trs(Dte1(=1)t16(1) = ngy,
By = nisnze,
o, t16(1)] = t26(—1),
(t26(—1))"7 = tea (1),
tas(1)tea(—1)t26(1) = nag,

N
(ngd1)"2s = n3,

(n31)" = ngs,
(t16(1))"3 = t1a(1),
djs = das,
t12(—1)dasa” = nsg,
n§6 = N5,
nis = nag,
(n36)n45n2"’ = n3q.
Thus, we have obtained monomial elements n;, N23, N34, Nas, Ngs, Which generate a subgroup
N containing a representative of each coset of the whole monomial subgroup of GLg(Z) by
its diagonal subgroup. Such a subgroup N acts transitively by conjugations on the subgroups

trs(Z) = (t;s(1)). We have already obtained several transvections t¢,5(1), and there are also
matrices with determinant —1. Thus, by Lemma 3, the involutions «, 8, generate GLg(Z).

The case of n > 7. In the paper [2| for n > 7 in the proof of the generation of the groups
PSL,(Z) for n = 4k + 2 and SL,(Z) for n # 4k + 2 by three involutions «, f, v, the first
two of which commute, all calculations, namely, the commutation of two transvections and their
conjugation by monomial matrices are carried out up to sign. Therefore, by changing only one
of the generating monomial involutions so that its determinant is equal to —1, one can obtain
the (2 x 2,2)-generatedness of the group GL,(Z). The following changes are suitable for our
purposes. We replace:

1) Bon B = > (—1)ejn—it1 for n =4k +2 (in this case in [2] the preimage of the involution
i=1
B in the group SL,(Z) has order 4);
2) v on v/, where ' differs from ~ only in the sign of the element at position (n,n) for

n # 4k + 2.
The theorem is proved.

Note. There is a typo in [2] on page 70. For n = 2(2k+1)+1 (k=7, 11, ...) instead of n; = E,,
there should be 7o = —F,,.
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3. Proof of Theorem 2

The case of n = 2. The fact that the group PGLy(Z) is generated by three involutions, two of
which commute, was established in [3, Proposition 2.1].

Cases n = 3,4. For n = 3,4 the group PSL,(2) is not (2 x 2,2)-generated [4]. Therefore, by
virtue of Lemmas 5 and 6, the group PGL,,(Z) will also be such.

Case n > 5. The group PGL,(Z) is a homomorphic image of the group GL,,(Z). Therefore, by
virtue of Lemma 6, it follows from Theorem 1 that in this case the group PGL,(Z) is (2 x 2,2)-
generated.

The theorem is proved.

This work is supported by the Krasnoyarsk Mathematical Center and financed by the Ministry
of Science and Higher Education of the Russian Federation (Agreement no. 075-02-2023-936).
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O nmopoxaaemoctu rpynit GL,(Z) n PGLy(Z)

TpeM:dAd NMHBOJIIOIINAMM, JB€ N3 KOTOPLIX IIepeCTaHOBOYHbI

HNpuna A. MapkoBckas
Axos H. Hyxkun

Cubupckuii deiepajbHbIl YHUBEPCUTET
Kpacnosipck, Poccuiickas Peeparimst

Awnnoranms. Jokazano, uro obias juHelinas rpynna G Ly (Z) (COOTBETCTBEHHO, ee IPOEKTUBHBIN 06pa3
PGL,(Z)) nHax KOJIBIOM LEJBbIX 9UCeN Z TOrJa U TOJBKO TOI/A HOPOXKAETCs TPeMsl HHBOJIIOLIUSAMHY, JIBe
73 KOTODPBIX IIEPECTAHOBOYHBI, KOTa 1 > 5 (COOTBETCTBEHHO, KOTma n =2un > 5 ).

KuaroueBrnle ciioBa: obmias JiMHeHAS TPYIIIA, KOJIbIO IEIBIX YUCEs, ITOPOXKIAIOIIE TPONKU MHBOJIIO-
.
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Abstract. We consider A(z)-analytic functions in the case when A(z) is an antiholomorpic function.
For A(z)-analytic functions analogs of the Weierstrass theorem and of the Blaschke theorem are proved.

Keywords: A(z)-analytic function, Cauchy’s integral theorem, Weierstrass theorem, Jensen’s theorem,
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1. Introduction and preliminaries

The paper is devoted to the solutions of the Beltrami equation

Daf(z) =2 4 2B 1)
which is directly related to the theory of quasi-conformal mappings (see [1,13]). The function A(2)
in general is assumed to be measurable with the condition |A (z)| < C < 1 almost everywhere
in the domain D C C. Solutions of equation (1) are often called A(z)-analytic functions. The
most interesting case is dA = 0, i.e. A(z) is an anti-analytic function in D and such that
|A(2)] < C < 1Vz € D. Then according to (1) the class f € O4 (D) of A (z)-analytic functions
in D is characterized by the fact that D4 f = 0. Since any anti-analytic function is smooth, it
follows that O4 (D) C C°° (D) (see [13]).

Here we study the analogs of the well-known Weierstrass and Blaschke theorems for A (z)-
analytic functions in convex domains, when A (z) is an anti-analytic function. The requirement
for the convexity of the domain is due to the fact that for non-convex domains the required
kernel of the integral formula, which is involved in the proof of the main results, may not exist.
For analytic functions, the Weierstrass and Blaschke factorizations are well studied (see [7,8]).

Let us present some facts from the theory of A (z)- analytic functions that we will need below.
Consider the integral

P (z,8)=2—&+ / A(r)dr € O5 (D),
v(&:2)
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where 7 (&, z) is a smooth curve connecting points £, z € D. If the domain D simply connected,
then the integral

I1(2)= / A(r)dr

7(&:2)
does not depend on the integration path; it coincides with the primitive, I’ (z) = A(z). The
function ¢ (2, &) for convex domains has a single zero at the point z = £. In particular, the set
L({,r)—{zeD: P (2,8) z—&+ [ A(r)dr

7(€,2)
For sufficiently small » > 0 it belongs compactly to D and contains the point . This set is called

the A (z)-lemniscate centered at £ and denoted as L (&, ). Put
1 1

B TM.Z—E—}- i A(’T)d’r.
v(&:2)

< r} is an open connected set in D.

K (z,¢)

2)

Theorem 1.1 (analog of Cauchy’s formula, see [4,9]). Let D C C be a convex domain and
G CC D be its subdomain with a piecewise smooth boundary OG. Then for any function f(z) €
04 (G)NC (G) we have

z :i L dE+ A(€)d z € G. 3
e m@éZH et 4(909) = Q
7(§,:2)

2. Generalized Weierstrass theorem for A (z)-analytic
functions.

The main result of the section is following theorem.

Theorem 2.1. Let D C C be a convex domain and G CC D its compact subdomain. Then,
whatever sequence of points a, € G that has no limit points in G, there exists an A (z)-analytic
in G function f that has zeros at all points of a,, and only at these points.

Proof. Note that if the set {a,} = {a1,as,...,a,} is finite, then the product [] ¥(z,a,) can be
=1

n=
taken as the function f (z). However, when the set {a,} is countable this product may diverge.
In this case, the function f (z) is constructed in the form of an infinite product, also with the help
of ¥ (z,£), which for convex domains has a single zero z = £. But the 1(z, a,,) is multiplied by
some additional function, that do not vanish, so that the considered infinite product converges
uniformly.

For each point a,, we find a point b,, € G, which is closest to the point a,,. Then the value
of r, = Y(bn,a,) = 0 at n — oo. Since

U(z,by) — W(an,by) =2 — by + / A(r)dr — (an — by) — / A(r)dr =
Y(bn,2) Y (b an)
=z—a,+ / A(T)dr =(z,a,),
V(G'nvz)

we get

Y(z,an) _ Y(2,bn) — Y(an, by) -1 Y(an, bn)
Y(z,b,) Y(z,bn) (2, 0n)
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We fix n € N and consider the decomposition

ortn) _y () sty V(o
i (S ) - kakzb .

The series converges uniformly on the compact set {z € G: |¢(z,by)| = 2r,}. Therefore, we
can choose a natural number p,, so that

(by, an)
+kakzb <gmo Wb > 2, (n=12,...) (5)
With this choice of p,,, the infinite product
0 g 'l/)k(bnvan)
Y(z,an) 2 ik
= —_— = Yn 6
e =110 (6)

converges uniformly inside the domain G\ {a,}.
Indeed, for any compact set K CC G, there is N such that a, ¢ K, |¥(z,b,)| > 2r, for all
n > N and all z € K. Then the series of A (z)-analytic functions

- o PR ( bn,an
5 (m3 i)

R gk (by.an)

VK (z,bn, .
er=1 "7 =) que to (5) converges on K uni-

and, therefore, the infinite product [[ ———=
n=N (Z7 bn)
formly. Therefore, the product

Pn k naan N—1 Pn )k n.an Pn k n.an
_ lo_o[ Y(z,a,) egl I:wgeb(z,bn; _ H Y(z,an) o= iwgcb(z,bn)) % ﬁ Y(z,an) ek; 1/z;pgcb(z,bn))
Z,0n Z, 0n _ Z, 0n
bz ba) b bo) S STETn
is an A (z)-analytic function in G that vanishes only at points a,, € G. O

Corollary 1. Let D C C be a convex domain and G CC D an arbitrary simply connected
compact subdomain. Then, any function f (z) € O4 (G) admits a factorization

R g (by.an)

2 P(z,an) 2 5 Zbn
= 69( ) H W ek=1 R ( ) , (7)

where {a,} is a set (finite or countable) of zeros of the function f (2) € Oa(G), pn, by the values
defined in the proof of Theorem 2, and g (z) is some A (z)-analytic function in G. Note that if
{an} is finite, then representation (7) is very simple,

f(z) =e9®) Hz/J(z, an) .

Proof. The corollary is easily obtained if we take into account that the ratio

% (bn an)

¢( ) n) E(z,bp
ALy e
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is an A (z)-analytic and non-vanishing function in G. Since G CC D is simply connected, the
logarithm

z,a, fnan)
g(z)ln{ﬂz)/ﬂﬁ((z’bn)’ £ n>}eoA<G>

and

Pn

5 WP (by,an)

f(z) _ eg(z) H w(za an) eh=1 vk (z,b0) )

Y(z,b,)

3. The Blaschke product for A (z)-analytic functions.

In this section, we study the zero densities of an A(z)-analytic function f(z) € Oa(L),
bounded in lemniscate L = L(a, R) = {|¢ (a,2)| < R} in a convex domain D C C. Let us start
with the formulation of the following Jensen formula

Theorem 3.1 (Jensen’s formula). Let f € Oa (L(a, R)). Denote by n (t) the number of zeros,
taking into account the multiplicities of the function f(z) in L(a,t), t < R. Assume that f(a) # 0,
i.e. n(0) = 0. Then, the following formula holds

/M:L / In|f (2)||dz + A(z)dz| — In|f (a)] . (8)

t 27r
0 [¥(z,a)|=r
Proof. Suppose that aj,as,as,... are the zeros of the function f in L (a,R), in the non-
decreasing order of r,, = |9 (a, ay)|, and each a1, a9, as,... zero in the sequence occurs as many

times as its multiplicity. First we show that under the condition r,, < r,41 for r € (r,,,rn4+1) we
have

1
2rr

| f (a)]

————— =In|f(a)|+nlnr —Inrry...7,. (9)
riror3 ... Tn

/ In|f(2)||dz+ A(2)dz| =In

[¢(2,a)|=r
To do this, consider the finite product

- \ Y(ax, a) = P(2,a)
1;[ k:@) 12 = (ag, a)(z,a)

It represents an A (z)-analytic function in the lemniscate L (a,7,+1) that vanishes only at the
points a1, as, ..., a,. Therefore, the following representation is true

T [W(ar,a)| Plag,a) —¢(z,a)

— 9(2) — o9(2)
@ =B = L o a0

9(2) € O(L(a,rnt1)).

From here

| laa) -~ v(z0) e e
e V@I Res @+ 3o

Since Re g (2) is A (z)-analytic function, we have (see [6])

1 / Reg (2)|dz + A (2) dZ| = Reg (a).

2mr
[¢(z,a)|=r

In|f ()| = Reg () + > In
k=1
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Since rr;b(_az(cgk’_ai/(j’:i) =1 for ¢ (z,a)] =r, we get
! n|p L@@ =V(=0) |y s = o,
2mr 72 —(ak,a)y(z, a)
[(z,a)|=r
Therefore,
% / In|f(2)||dz+ A(2)dz] =Reg(a) =In|f (a)| + nlnr —lnrirs...7ry,

[P (z,a)[=r

which proves the validity of formula (9).
It is clear that

n
ln|f(a)|—|—nlnr—ln7'1r2...7'n:ln|f(a)\+nlnr—21nrk =ln|f (a)|+

k=1
n—1 n—1 dt " dt
+ ; kE(lnrger —Inrg)+n(Inr —Inr,) =In|f (a)| + ; k " +n " =ln|f (a)| +
- - Tk Tn
S awa e, faw e Pt dt
n n n n n
+Z/ . +/ ; dtf/ ; dt+/ . dt+ln|f(a)|f/f+ln|f(a)|.
k=1 Tk Tn 0 Tn 0
It follows that formula (9) can be written as
[n(t)yd 1 ,
[RO% - [ wlr @+ AR e - nlf @), (10)
0 [¥(z,a)|=r

Note that we proved formula (10) under the condition r, < r < r,41. If we show the
continuous increase of both parts of this formula with the continuous increase of r from 7,11 —0
to 7,41 +0, then this will prove the validity of formula (10) for an arbitrary » < R. For the left side
of (10) this is obvious. For the right side, let r, < rp41 =rpi2 = ... = rogm < Tnemt1, m = L.
Then in some ring L (a,7”")\L (a,7'), 7, <7’ < 7Tpy1 < 7" < Tpimy1, (see [7])

$) =) [T @nsrea) = 6 (0l =0 () [T 6 (aninna) [ 1= 20

k=1 k=1

for all z € L (a,r")\L (a,r"). Therefore,

¥ (20

In|f (=) =Inlg ()] + Y In [W@n%“)' * ‘1 " Ui a)

k=1

| =1+

r 1— r eit

1-— el =Inlg (2)| +mInr, 1 +min
Tn+1

, 0<t< 2.

+Zlnrn+k + Zln
k=1 k=1

From here,

Tn41

1— r eit
Tn+1

1— r eit
Tn+1

In|f(2)]=In|g(z)|+mlnr,11 +mln =n(z) +mln

)
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where

n(z) =In|g(2)] +mlnr,

is continuous in a neighborhood of ' < r < r”. Now it is sufficient to prove that the integral

2m
I(r) :/ In |l — — et dt, I(r,)=0,
0 Tn
is continuous at the point r = r,, 4. For
r roo P r 2 2
2‘1 et =1-2 cost + — —sin2t+<cost ) > sin’t.
Tn+1 Tn+1 Tn+1 rn_t,_1 Tn+1
Hence, for fixed € > 0, § € (0,7) we have
2m r )
I(r) =1 (rp41)=1(r) :/ In|l— ——e¢dt =
0 rn+1
J r . r .
:/ In|l — ——e* dt+/ In|l — ——e|dt.
-5 Tn+1 [0,27]\[~8,+3] Tn+1
5 . 5 5
/ In(l - ——e¢|dt| < / (In3 + |In [sint||) dt < / (In3 + |In |t]]) dt <
-5 Tn41 —0 —6
1 1
< (2+1n9)5+261n5 < (4+ln9)6lng.
We fix § so small that the right side is smaller than % The integral
In|l— ——e't| dt
Tn41
[0,27]\[—6,+-4]
is continuous at the point r = r,,. Therefore, for » — 7,11 we have
In|1— ——eit|dt — / In|1— " cit| gt =0
Tn+1 Tn+1
[0,27]\[—0,+4] [0,27]\[—8,+4]

and we get that for sufficiently close r to 7,41 the integral

g
dt| < —.
2

T .
Injl— ——e%
Tn+1

0,27]\[—4,+7]

Hence, |I(r) — I (rp4+1)] <eie. I(r) — I(rpy1) for r — rpypq and the integral

2m
/ In
0

r .
1— 76’“5
TnJrl

dt

is continuous at the point r = r,, 4.
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4. Properties of the Blaschke product for A (z)-analytic
functions

If0 < |9 (an,a)] < R, m=1,2,3,..., and an infinite product

- . |¢(an,a)| 1/)((1”7(1) 77/](27(1)
H R Un, @) R2 —)(an,a)(z,a) (11)

converges uniformly inside {|¢(z,a)| < R}\ {an}, then it represents some A (z)-analytic in the
lemniscate L (a, R) function B (z). It is called the Blaschke product. One can admit a finite
number of zeros in the lemniscate L (a, R). In this case, the number of factors in (11) will be
finite.

Now we study the convergence of the Blaschke product (11).We have

)
R |'l/)(an7a)| R2 —w(an,a)¢(zva)1 B

(0] Vo)~ bza)
1/J(an,a) R? — 1/1(%, a)¢(27a)

Y (an, a)| +

(Pan,a) - M%@)w%ﬁnwa@]
B2~ §(an, a)i(z,a)

Y (an, @) = R?  |¢(an,a)| (2, a)
R2 *E(anaa)w(zaa) w(a"’a) .

[¥(an, a)| +

Here

(@ a)] lana) = v(za) _

w(an, a) R? — Z/}(ana a’)/l/}(zﬂ a)

1 o (1 (an, @) + B o)
- R {R—i_(d}( n )| R){1+w(an7a) [Rz—@(ama)d)(z,a)] 1/J( ’ )}}

Therefore, the considered infinite product converges uniformly inside {|¢(z,a)| < R} \ {an}
if and only if

> (R = [¢(an,a)]) < oco.

n=1
Note that
2 2
R Qf(_an;a)_w(zﬂa) — |,(/J(a’n7z)|2 5 <1VZ€L(G,R)
R Y(an,a)y(z,a) ¥ (an, )‘ +|R = P(an,a)|” + |R = (an, a)l

Under the condition -

> (R~ [(an, a)]) < o0,

n=1
the A (z)-analytic Blaschke product B (z) in L (a, R) does not exceed 1 in absolute value, i.e.,
[B(z)] <1
Let > (R — |[¢ (an,a)]) < o0, so that
n=1

N |’(/)(CL7HCL)| w<an7a) _1/’('37‘1)
H R 1/1(%, a) R2 — E(awua)w(zv CL)

n=1
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converges in L (a, R) and represents the Blaschke product B (z), which is A(z)-analytic in
L(a,R), |B(z)| < 1.

The following assertion implies that at almost all points of the boundary OL (a, R) the
Blaschke product has radial limits

Lemma 4.1. If o function f € Oa(L(a, R)) and is bounded in L(a,R), |f| < M, then it has

the radial limit lim  f(z) almost everywhere on OL (a, R).
2£€0L(a,R)

Proof. We expand the function f (z) into a series: f(z) = Y. ¢cp¥™ (z,a),2z € L(a, R) (see [9]).
n=0

x .
First we show that 3 |¢,|*R2" < co. Setting ¢ (z,a) = re't, we have
n=1

FEP=F()FE) =D car™e™ Y e ™ =3 "> ¢ieae™™@ | " r <R
n=0 n=0 n=0 \7=0

The series

oo n
— it(2j—n)t n
E E CjCn_je r
n=0

converges uniformly in [0, 27r] and integrating it, we get

/ F ()P |dz+ A(z)dz| = Z|cn|2 .
[(z,a)|=r

That is why
Z eal?r" < M.

Since this inequality is true for all r < R, we have
o
Z |cn|2R2'rL < M2
n=0

&)
According to the Riesz—Fischer theorem, it follows from the condition Y \R"cn|2 < oo that
n=1

00 . x . 2

> cpR™e"™ = p(t) € Lo[0;27] is a Fourier series. So that [ | Y ¢, R™e"™ — (t)| dt = 0.
n=-—00 [0;27] ' n=1
This means that the series is Cesaro summable and converges to ¢ (t) for almost all ¢ € [0; 27].
But then it is Abel summable (see [8,12]), i.e

lim f(z)= lim Zc rietnt
z—E€€0L(a,R) r—R—0

for almost all ¢ € [0, 27]. O
The Lemma just proven states that for almost all £ € 9L (a, R) the limit function

li B = B*
z~>§€g£1(a,R) (Z) (5)

exists.
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Theorem 4.2. |B*(z)] % 1 holds almost everywhere on L (a, R).

(a,R
Proof. Without loss of generality, we can assume that all points a, # a (otherwise we would

B
consider the function B* (z) = _B() where N is the order of zero of the function B(z) at the

N (z,a)’
point a). Then In|B(a)| = > In W} ( R )] and the fact that > (R — |¢ (an,a)|) < oo implies
n=1

n=1
1 [¥ (an, )]
1
; nc—o 00

Take r € (0; R) not equal to any of the values |¢(an,a)|. Then, according to the analogue of the
Jensen formula

1
2rr

/ In|B(2)||dz + A(2)dz] = |B(a)| = ) [ (@ )

r
Iw(zva):Tl W(an7a)|<r
Substituting
In|B(a)| = Z] a”’

we get
> n ny 1
Z L: > 1HM+— / In|B (z)||dz + A(z) dz|,
n=1 [¥(an,a)|<r [ (z,a)=r|

or

an, % (an, a)|
In|B(z)||dz + A(2)dz| = Zl > In ==

2mr
[¢(z,a)|=r [¢(an,a)|<r

We fix some number ng such that

n=ng+1
and take r < R so large that for n € {1,2,...,no} all points of z, lie in L (a,r). Then from the
previous relation we get

n

1 ana . ‘17& (anva)l

% (2.0)|=r n=t

From here it follows that

1

—_— zZl > —

o / In|B (2)||dz + A (z) dz| > —2e,
[¢(z,a)|=r

if we take r < R close enough to R. Due to the arbitrariness of the number € > 0, we obtain
1
lim / In|B ()] |dz + A (=) dz| > 0. (12)

r—R—0 27T
[¢(z,a)|=r

— 428 —



Muhayyo Ne’matillayeva, Shohruh Khursanov Analog of the Weierstrass Theorem. ..

But from the conditions lim  B(z) = B*(¢) almost everywhere and In|B(z)| < 0,
z—E&€0L(a,R)

1
z € L(a,r) according to (12) we get —— [ In|B(z)||dz + A(z)dz| = 0. This means
278 1y (a0 =R
that |B* (z)] % 1. O
OL(a,R)

Theorem 4.3 (An analogue of Blaschke’s theorem). Let the function f(z) € Oa(L(a, R)) and
ai,asas,... be the zeros of the function f in L(a,R) , rn = |¥(a, an)|. If

1
M= sup —— / In|f(2)] |dz + Adz| < 0o
0<r<R 2777°|w( e

then
> (R—[¢(an,a)]) < oo

n

and the Blaschke product

_ . |¢(a7an)| w(aaa/n) _w(27a')
B(Z) - ];[ r ’l/)(a, a”) R? — J(CL, an)w(zv a)
is A (z)-analytic in {|Y(z,a)| < R}, f(z) = B(z)-G(z), where the function G(z) is A (z)-analytic
and has no zeros at {|(z,a)| < R}.

Proof. Without loss of generality, we can assume that f(a) # 0. Then by the Jensen formula

1 n
— / ln|f(z)\|dz—|—Acﬁ|:lan), r <R,
2mr T1r2...Tn
[9(z,a)|=r
it follows, that
r
In|—| < —In|f(a)].
wanm<r 19(@n:0)

Letting r tend to R, we get that

S <
— " |(an,a)| '
Note that the convergence of this series is equivalent to the convergence of the series

> (R—[i(an,a)]) < oo.

The existence of the Blaschke product B(z) now follows according to Theorem 3.
Finally, if we define a function G(z) in {|¢(z,a)] < R} by the formula G(z) = B
Oa(L(a, R)), then G(z) # 0 and f(z) = B(z) - G(»).
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O6o61mennas TeopeMa Beiliepimrpacca n mpou3BejieHue
Busimike nis A(z)-anamurudeckux GyHKIHAR

Myxaite HemaTustaesa
IHIoxpyx XypcaHnos

HanmonaneHsblit yHuBEepCHTET Y306eKHnCTaHA
Tamxkent, Y3bekucran

Amnnporanusi. Mbl paccmarpusaeM A(z)-ananurudeckue GyHKIuU B ciydae, korjga A(z) sBisercsa aH-
turonomopduoit dynkuumeit. B crarbe s A(z)-anamurmaeckux QyHKIUN TOKA3aHBI AHAJIOT TEOPEMBI
Beitepmrpacca u anajior reopeMbl Bursiike.

KuroueBbie cioBa: A (z)-aHanunrudeckast QyHKIMsI, HHTerpajbHas TeopeMma Ko, Teopema Beitep-
mrpacca, TeopeMa llencerna, Teopema Bisankn.
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Abstract. The local asymptotic normality property of the likelihood ratio statistic in the competing
risk model that corresponds to inhomogeneous and randomly right-censored observations is proved in
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1. Introduction and preliminaries

There are many works on the study of asymptotic properties of the likelihood ratio statistics
(LRS) for full samples. It was shown that local asymptotic normality (LAN) allows one to
develop an asymptotic theory of maximum likelihood estimates and Bayesian estimates, as well
as the contiguity of families of probability distributions [1-4]. The study of similar properties in
the case of incomplete — censored observations is of considerable interest. Effective estimates for
the unknown parameter were obtained from censored observations when the distribution of the
censoring random variable also depends on the unknown parameter [5]. The properties of local
asymptotic normality for LRS were established in some models of censoring observations in the
presence of competing risks [6-8]. The properties of local asymptotic normality of the likelihood
ratio statistic in the competing risks model under random censoring on the right are studied in
this paper.

Let us consider a inhomogeneous competing risks model (CRM). Let {X,,,m > 1} be
a sequence of random variables (r.v.) defined on a probability space (2, A, P) with distribution
functions (d.f.) H(x;0), 0 € © C R! with values in a measurable space (X,,, B,,). The joint
(1)
m s

properties of pairs (Xm, A%) , i =1, k; are of interest, where A, ... ,Agf) — pairwise disjoint

events P <U ASQ) = 1. Let 57(71) =171 (Ag,?) be an indicator of the event Agﬁ), 1=1,km>1.
i=1

Suppose that set (Xm, Ag,ll), cee Ag,?) is randomly censored from the right by an r.v. Y with
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continuous d.f. K. Observation is an available set (Zm; BSS),BQ),...,B%)), where Z,, =
= min (X,,,Y), events BY = {w:Y (w) < X;, (w)} and BY = A9 n {w: Xpm (w) <Y},
i=1,k m>1. Let {Xm, Yoin; B,(,S),B,(,P,...,B,S’j)}:ﬂ be a sequence of independent copies
of population {Xm, Y; B,(,?),Bfﬁ), .. .,B,(,]f)} ) and there is a sample Zm = (Zl, ceey Zn) in
the n-step of the experiment, where Zm = “{}m; AE}P,ASJ, . .,Agf)}, Zm = min (X, Yin),
Ag,? =17 (BT(,?) , 1=0,1,..., k. Let us note that considering sample Z™ the pairs (Xm, AS,?)

are observable only in the case of A%) =1,i=1,k; m =1,n. It is easy to see that r.v. have d.f.

where d.f. is interfering.
Let us introduce sub-distributions

M (2:0) = P, (Zm<x7 M,S?), i=0,1,...,k

where
MO (2:0) = Py (Yo S 2 A X)) = My [I(Yj < 2, Xpn > Vi) =

My (Mp [T (X > Yon Vo)) - T (Vi < 2)} = My [I (Y < ) (1 Hyy (Vi3 0))] =
= [ 0= o)

and fori=1,...,k

M (z;0) = Py (Xn <z AV AL,?) — M, [I (Xm <z AD Y, > Xmﬂ _
:MQ{MQ[I(Y > Xon/X)] - (Y < AW )}:Me [I(Xm<x; Ag,?) (1—K(Xm))] -

= /T (1= K(u))dH,y, (u;3) .

—00

Then it is easy to see that integral intensity functions Ag,i) can be represented as

x (O
Ag;'g(x;e):/ m, m=T,n, i=1F

Let (Y(”), U™, N((,")) be a sequence of statistical experiments generated by observations Zm,

Moreover, if the set of possible values of the r.v. Z is denoted by Z then we have

n

_ w2 —
v = {Z o {0,1}**V ] = {Z 2{0,1}" M w...0 Ze {0, 13+ }

where {0, 1}(k+1) {0,1} ®@---®{0,1}, U™ is o-algebra of Borel sets in Y (" Q(e ") distribution

E+1
on (Y(”), U (")) is the n-fold product of "one-dimensional" distributions

éem (x’ y(0)7y(1)7 st 7y(k)> = P9 (Zm < x? A’sg) = y(0)7A57:‘lL) = y(l)’ b '7A57]"<L:) = y(k)) )

x Eﬁl, y® €{0,1}, 1 =1,k; m =T1;n, © is open set in R'.
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Let A} (z;0) = fﬁi) (z;0) 1] (1 ~FY (z; 0)), i =1,k; m = 1,n. Let us introduce the likeli-
J#i
hood ratio statistics (LRS)

aQp) (2) H{H hﬁi)(ZT,L;ez)”yw.{l— m<Zm;92)}”55)
: : 1 — Hy (Zim; 01) ’

aQy) (z00) i L L6 (Zui0)

| T

and its logarithm

dQyY (Zn n %0 (D) (.
L,(u) =log M = Z/ log [M

R (Z(n ) 2.2 dI (Zm <z, AW — 1) n

n 00 1-H, (.”L';@z) o
+mz_1/_oolog [%@91)} dI(Zm<$, A _1>.

2. LAN of a family of probability measures

Let us now formulate the regularity conditions. If these conditions are fulfilled then one can
establish the local asymptotic normality (LAN) of the family of distributions {@én), 0 e @}.

For simplicity, consider the case of homogeneous distributions 6.

(C1) Supports Ny = {x : hﬁf) (x;0) > 0} , i =1,k; m = 1,n, are independent of parameter 6

n k
and (| () N, is not empty.
m=1n=1 m
(C2) For any two points 0y, 05 € ©, 61 # 05, h\) (z;61) # b (2365
o'nt) (z;0)
90!

)
(C3) There exist derivatives { ,1=1,2; i=1,k; m=1,n ;, and they are finite for all

/.

(C4) Fisher information J (0) =

x, while

O'hY) (x:0)

50! Um (dz), 1=1,2; i=1k; m=1n.

Jm (0) is finite and positive, where
1

) 2
Z/ (W) h) (2;6) v (dz)
dlog (1 — Hy, (2:0))\? :
/,co < a0 ) (1= Hom (26)) de-

Let us note that according to (C3)

NGE

21— Hpy(1:0)]| < [ |00 (2:6)
S < —— " , 1=1,2.
= YT e ) <

The lemma on the equality to zero of the mean of the contribution of the sample is valid.
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Lemma 2.1. Let reqularity conditions (C1)-(C3) are fulfilled. Then

k CohY (Z,.: log (1 — Hyp (Zom;
R R R e e R 8
i a0 a0
Proof. At 1l =1,2for all 6 € ©
Ero (o) (2:0)\ > 9 (1 — H,y, (:0))
l:l — 00 — 00

This equality is a differentiated version of the identity
MO (+00;6) +ZM,<,§ +00;60) = Hpy, (+0030) = 1.

Now (1) is a consequence of (2).

Let us introduce 12 (n; 6) Z I,(9), ¢ (n)=¢(n,t) =1"(n,t), and formulate a theorem
on the LAN of a family of probability measures {Qa ,0e€0

Theorem 1. Let reqularity conditions (C1)-(C3) are fulfilled for any T > 0

2
1 ° 0 ) ( U ) 0 )
lim sup ——— — i hw | t+ — —A/hy (z;t) | dxe =0, 3
2

u 0]
"ILH;O|S}LPT¢ D) Z/(BG\/ - H, (a:; t+¢(n;t)>_at l—Hm(:c;t)> dr=0 (4)

and the Lindberg condition holds

1 - 0 ; 0log hyy (Xpnst)
Jm t)ZZMG{‘atlogthm;t)‘-I(’Ogat’>nw(n;t))}=o, (5)

X

) 1 - 0
nh_)H;o W mz_lMe{ ’3t log (1 - H, (ert))

9log (1 — Hy, (Xomit)) . B (6)
(] > a0 (0) =0

ot
Then the family of probability measures

us
~én) / / H { m Zm’ 0)} } ’ [(1 - Hy, (va 0))}ym “Vm (dZm)

satisfies the LAN property at the point 0 = t.

Let us introduce

o 0loghy (Z;t dlog (1 —H,, (Z,,;0
Anp = (n,t) S |3 Al . C08Lm AEmiT) Gt( NORL 1 6t( |-
m=1 Li=1
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o o 0logh\) (Zmit) 9log (1 — Hy, (Zm3 0))
(1). my 0 m my _
ZAm — 5 + ¢ (n;t) Z A P

m=1 i=1 m=1

1/2

L= Hp (Zmit + ¢ (n) v) — 1. Further

1—H(Zpn;t)

) h(i)(Z ot 4 () ) 1/2
alsoﬁr(LZ,)vn: moATm @nu] —

h%) (Zm; t)
the following assertion is also necessary.

Lemma 2.2. Suppose that conditions of Theorem 1 are hold then for any v € R' we have

2

TN (i) u?
: v
T 3 M fen] < g
n ) U2
i > M [n] < T ®)
u 1 log h) (Zmi t)|”
; (i) _ = L O08 m \Zmit) |
lim Z M€ ¢ (n)u 5 0, 9)
1 dlog (1 — Hyy (Zpit)) |2
nlggo mzlet Mnym — 5@(”)“’ g( 8tm( = )) =0. (10)

Proof of Lemma 2.2. We have

Zn:Mt [Eﬁf,)mf zn: / <\/h” i t+o(n \/h(” (z; t) v (dz) <

m=t m:1{x:h§,i)(x;0);£0}
) (11)
n e(n)u ah()( tto)d e(n)u
<z/(/ gl (x H)MW up (1) /zwa o)
=L AN =
where )
. o 1 1(71'1) . 4
- [ (‘W) B (2:8) v (d2)
o ot
Also
ZMt [ﬁn,m} :Z / (\/I—H (z;t+¢(n \/1 H,, )ym(dx)g
m=1 m=
{m H,, (z;t)=1}
2 (12)
n e(mu , o (1 = Hy, (2 £+ 0) do) e(n)u
= (1 — Hp, (x3 v) dv
éZ/ / <8t >1/m(dx) / ZI(L) t+v)d
= 2y/(1 = Hp, (25t 4 v)) =1
where )
e log (1 — H,, (x;t
10 [ (RO SO (o i) v (0. (13)
Next, using the inequality
a? 15
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where a,, = %%(%) and b, = # one can find
VA (2:6) his) (x5t)
L0 0) -1 <1’/(a — by (am + b)) U (dz)| <
w2 (n; t) — ml X ¢2 (n; t) m m m m m B
1 - 1 <
s Y2 (n;t) |fl Z /(am - bm)2 v (dz) + a Z </ agnym (dz) + /bgn “Vm (dx))] .
’ m=1 m=1

Assuming « = 2 in this inequality and taking into account (3) and the equality

/a2 U (dx) = I(l) ),

we make sure that fraction Z I, (Z is bounded under the condition |6 —t| <

© (n) Ju| . Using this inequality for large enough a, we verify that

: L 0
lim sup — I.100)—1]f. (14)
n=00 |g_t|<p(n)ul |2 (M5t) mzzl
Now (7) follows from (11) and (13).
o) [e]
= (1 — Hm It - Hm at
Similarly, setting in inequality (13) a,, = 2% and b, = 2 (x:))
1-H,, (z; - Hp, (I;t)
and repeating all the inequalities, one can obtain
lim  sup 1@ —1/=0 (15)
n=o0 jo— il <p(mlal |7 (51) Z

which implies (8). It remains to prove (9) and (10). By virtue of (3) we have

n 1 21D (Z,:1) ?
S, (€6, — Lo il Zni0)
m=1 ’ 2 h"Z (Zm?t)

3

2

" p(n)u i
1 /[ G (Zmit+v) ah%m,t)d] o (d2) <
4 \/h%) (Zm;t +v) \/h (Tm;t

2
L Qh(z) t dh()
gcp(n)u / dv / ot (; —|—v) ( 2 Vm (dz) = 0, n — co.
0

KD (z;1) A/ b (1)

n 1 2 (1= Hy (Zyit)\
ZMt<nn,m—2tp(n)u'al_Hm(Zm;t) ) s

<
g
=
&
=,
=
o,
[}
@
=+
o
—~
S
SN—
£
@
g
<
@




Nargiza Nurmukhamedova Local Asymptotic Normality of Statistical Experiments. ..

p(n)u 2
@(n)u 5 (L= Hy (zit+0) 5 (1 Hy (231)) .
< 0/ de/(\/ T i o) (1—Hm(x;t))> m (dz) = 0, n — oo
which proves Lemma 2.2. O

Proof of Theorem 1. Under conditions

max_ f() < e and max nnm‘<€
m=1,n m=1,n
we obtain
= K Znit+eo(n)u i N G = i ;
> tog [ E L] gt (1460, )2 3 =3 [6] ' 22 o
me1 m ms m=1 m=1
and
- 1—Hm(Zm;t+<p(n)u)]
lo =2log (1 4+ npm) =
Z g|: _Hm(ZmQt) g( In. )
2 3
=2 Z nn,m_ Z [nn,m] + Z Bmm : |77n,m| )
m=1 m=1 m=1
where 'y,(f)m‘ < land |By,m| <1, m=1,n; =1,k with probability 1. Let us prove the following

relations for terms of expansions (16)

(1) -
nh_g;oQt { max | m‘>€} 0, (17)
hﬂm Qt { max |nnm|>5} 0, (18)
i M) (3) 2w
R AR R 19)
m=1

n
2
lim Qt
n—oo
m=1

~ LI 9 log Ay (Zm;t)  u?
li (n) 2 (1) _ ot m il _ 21
n1—>Holo Qt { 7HZ:1 gn,m Tnzl h(l ( . t) + 4 >€ 07 ( )
~ n 1og Hp (Zst))  u?
li () )19 o — ot ! — = 22
n 3
lim Q" { O > 5} =0 (23)
n—oo m=1

im0 S
Jim Q; {Z [ > 8} =0. (24)

m=1
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Using above relations, one needs to establish (17), (19), (21) and (23). The rest relations are
proved quite similarly. Consider the inequality

n

| > ) < X @ {

m=1

@§”) { max

1<m<n

§n| > <} <

n (i) n a1 (3) .
~(n) @) © (n)u Ohy (Zm;t) ~n) ) | 5ghm (Zm;t) €
g Q - > 5/2 + Q > )
mX::l ' { o 2 m mZ::I ' b (Zims t) 4 (n) [ul

where the Chebyshev inequality is used for the first component, and (9) is used for the second
one. Now to prove (19) consider the following inequalities

n no 0@y 72
0§ |3 [en] - o0 3 (Bt} ]

m=1 m=1 hg%) (Zﬂht)

2
1 NEEE | D (Zimst)
z 0 |7 2,2 2 [ aelmiZm b
i 2
1 213 (Zst)

a n
gi § M, nm -~ 5 :
2 ~~ tén, Zcp(n)u o (Zm; )

1 - ,
— |1 M@ )
* 20 ( +mz::1 tg""m)

In this case, using the law of large numbers for sums

n 7 2
Z <gth£n) (Zm§t)>
m=1 hg:l) (vat)

with the corresponding normalization, we have

no /95 2
~ Sihm (Zm;t)
lim Q™ { |2 (n) o T ) 1> ey =0.
n—oo ot Z h%) (Zm;t)

m=1

Equality (19) is proved. Equality (23) is a consequence of (17) and (19). It remains to establish
n SN2 2
(21). It follows from (19) that > (&(f)m) converges in probability to UZ Using (7), we obtain
m=1

the equality
n 2 2
lim M, > [g@') } N
n— 00 o T, 4

Using this equality and (11), the following relation is obtained

lim Z / R (25t + ¢ (n) u) vy, (dz) = 0.
m=1

n—oo
{:c: hs,?(x;t)zo}

Considering these two equalities and passing to the mathematical expectations in the identity

i 1 s (B (Zmit+ o ()W) ~
> [en ] 3 (M2 1) a3 g,

m=1 m=1
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we

obtain
n

2
- @ v
Jm M ) Gl ==

m=1

Next, for n > ng we find

n_ 93 (9) . 2
23"y 32 B Cnit) 12
n,m (2) . 4

m=1 m=1 hm (Zm,t)

(1) {
t

R "o (Zit)| e
n) m my
ca {3 (e ms i) - oo S B a0 e}

|
>
[\v}

N

16,15 (et ORI " ohii) (Zmit)
< ?Mt Z (fn,m _Mtg n,m) - 5@(”)“’ Z YN

m=1 m=1 h(z) (vat)

_165S 2D (Zit)\
15 i (€0, - oy 3 2o mil)

m=1 m=1 h’gﬂ (Zm?t)

Now (21) follows from the last relation and (9). To prove the remaining relations (18), (20),

(22) and (24) one should proceed in a similar way. Theorem is completely proved. O
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JlokaJsibHasi acuMOTOTHYECKass HOPMaJIbHOCTh
CTATUCTUYECKNX IKCIEPUMEHTOB B HEOJHOPO/HOM’
MO/IeJIN KOHKYPUPYIOMINX PUCKOB IPU CJIy4dYaitHOM
IIeH3y pPUPOBAaHUMU CIIPaBa

Hapruza Hypmyxamenosa
Hanmonansubrit yauBepcuteT Y306ekncrana nvmenn Mupso Yiayroeka
Tamxkent, Y36ekucran

Awnsoranusi. CraTbsi IOCBSIIEHA JI0KA3aTEIbLCTBY CBOMCTBA JIOKAJILHON aCUMITOTHYECKONH HOPMAaJIbHO-
CTH CTATHCTUKU OTHOIIEHUS MPAaBAONOI00Ms B MOJIEN KOHKYPHUPYIOIMNX PUCKOB, OTBEYAIONINX HEOTHO-
POZHBIM U CJIYYaiflHO [EH3YPUPOBAHHBIX CIpaBa HAOJIIOICHISIM.

KuroueBrlie cioBa: jJoKaIbHas aCUMITOTHYECKAsT HOPMAJIBHOCTD, CTATUCTUKA OTHOIIEHUS IIPAB/IOIO0-
Ousi, MOJIe/Tb KOHKYPUPYIOIINX PUCKOB, CIyJYaiiHOe IIeH3ypUPOBaHNE, ACUMITOTUIECKOE TPEICTaBIEHNE.
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Abstract. Problem of three-dimensional motion of a heat-conducting fluid in a channel with solid

parallel walls is considered. Given temperature distribution is maintained on solid walls. The liquid
temperature depends quadratically on the horizontal coordinates, and the velocity field has a special
form. The resulting initial-boundary value problem for the Oberbeck-Boussinesq model is inverse and
reduced to a system of five integro-differential equations. For small Reynolds numbers (creeping motion),
the resulting system becomes linear. A stationary solution has been found for this system, and a priori
estimates have been obtained. On the basis of these estimates, sufficient conditions for exponential
convergence of a smooth non-stationary solution to a stationary solution have been established. The
solution of the inverse problem has been found in the form of quadratures for the Laplace images under
weaker conditions for the temperature regime on the walls of the layer. Behaviour of the velocity field
for a specific liquid medium have been presented. The results were obtained with the use of numerical
inversion of the Laplace transform.

Keywords: Oberbec—Boussinesq model, three-dimensional motion, inverse problem, a priori estimates,
stability, Laplace transform.

Citation: A.A. Azanov, Creeping Three-dimensional Convective Motion in a Layer with
Velocity Field of a Special Type, J. Sib. Fed. Univ. Math. Phys., 2023, 16(4), 441-456.
EDN: GDKYMB.

Problem statement and derivation of basic equations

Two-dimensional flows of the Himentz type [1] are known as flows near the critical point
and they are characterized by the presence of zones with higher pressure and temperature than
in the surrounding region. Such flows can be observed both in macro-scales (for example, the
use of hydraulic fracturing technologies in the oil industry) and in micro-scales (for example,
liquid biochips in medicine). The study of characteristics of such flows is necessary to assess
the technological parameters, as well as to predict the dynamics and evolution of the liquid
layer. Exact solutions of the defining equations are the most effective way to study processes in a
liquid, as well as to obtain estimated characteristics. At present, solutions of problems describing
Himentz-type flows in various geometries are presented: axisymmetric [2] and three-dimensional
[3,4] analogues of the Himentz solution, including flows in cylindrical geometry [5,6]. A brief
overview of the exact solutions that are close to the Himentz solution is given in [7].

Three-dimensional motion of a viscous incompressible heat-conducting fluid with special ve-
locity field is studied in this paper. The velocity field is of the Himentz type: the horizontal

*andreiazanov@mail.ru
©) Siberian Federal University. All rights reserved
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components of the velocity field are linear in the corresponding coordinates, temperatures are
set on solid walls.
The system of Oberbeck—Boussinesq equations of three-dimensional motion has the form

1
ut—i—(uV)~u+;Vp:z/Au+g(1—ﬁT), divu =0, (1)

T, +u- VT = YAT, (2)

where u(z,y, z,t) = (u(z,y, z,t),v(x,y, 2, t), w(z,y, 2,t)) is the velocity vector, u, v, w are com-
ponents of the velocity vector in the Cartesian coordinate system; g = (0,0, —g); ¢ is time;
T(xz,y,z2,t) is temperature; positive constants p, v, x, [, ¢g are density, kinematic viscosity,
thermal conductivity coefficient, coefficient of thermal expansion and acceleration of gravity,
respectively. The solution of problem (1), (2) is taken in the following form

u(z,y,2,t) = (f(2,t) + bz, 1)z, v(z,y,2,t) = (f(z,1) — h(z,1))y,
w(az,y,z,t) = _2/0 f(fat)dga p(x,y,z,t) Zﬁ(ﬂf,y,27t) — PYz, (3)
T(a,y, 2,1) = alz, 022 + b(z, )y + ez g + 02, 1)

Relations (3) are interpreted as fluid motion between two flat parallel fixed plates z = 0 and
z =1 (see Fig. 1). Then adhesion conditions are set on fixed plates: u(x,y,0,t) = v(z,y,0,t) =
=w(x,y,0,t) =0, u(x,y,l,t) =v(z,y,l,t) = w(x,y,l,t) = 0. Temperature is given in the form
T(z,y,0,t) = a1 (t)z? + by (t)zy + c1()y?, T(x,y,1,t) = az(t)z? + ba(t)xy + c2(t)y?. Considering
(3), using conditions of adhesion and setting the temperature, boundary conditions for functions
a(z,t), b(z,t), c(z,t) 0(z,t) f(z,t) h(z,t) are derived

£(0,6) = £(1,) = h(0,1) = h(l, ) =0, Af@ﬂ%=&

a(0,t) = ay(t), b(0,t) =by(t), c(0,t)=ci(t), 6(0,t) =0, 4
all,t) = as(t), b(l,t) = by(t), c(l,t) = ca(t), 0(L,¢) =0,

where functions a;(t), ¢;(t), j = 1,2 are set at some interval [0, ¢5]. In addition, initial conditions

are set
a(z,()) - aO(Z)a C(Z> ) = CO(Z)7 b(Z,O) - bO(Z)v 9(2,0) =0,

f(Z,O) = fo Z)v h(Z,O) = h0<z)

(=]

(5)

Remark 1. Since rotu = ((h, — f.)y, (h. + f.)2z,0) # 0, then the motion is vorter.

Remark 2. Suppose, without the loss of generality, that a;(t) # 0, j = 1,2 and b(z,t) = 0.
Then when a;(t) <0, ¢;(t) < 0 functions Tj(z,y,t) have a mazimum at the point x =0, y =0,
and when a;(t) > 0, ¢;(t) >0 functions Tj(z,y,t) have a minimum. If a;(t) and c;(t) have the
same signs then Tj(z,y,t) is an elliptical paraboloid. If a;(t) and c;(t) have different signs then
T;(z,y,t) is a hyperbolic paraboloid. In other words, the above solution describes the convection
of a liquid near the points of temperature extremes on solid walls. There may be other cases, for
example, the temperature has a maximum on the lower wall and a minimum on the upper wall
or vice versa.

The first step is to derive a system of equations for f, h, a, b, ¢, 6.
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z Solid plate

Fluid

/ Solid plate

X

Fig. 1. Flow area diagram

Taking into account equations (2) and (3), the following relations are obtained
z
ag+2a(f +h) — 2az/ f(&,t)dE = xas,, b(z,t) =0,
0
et +2¢(f —h)— 202/ f(&,t)dE = xczz, (6)
0

0 — 20, /OZ f&t)d€ = 2x(a+c) + x0...

The mass conservation equation is satisfied identically, and momentum equation (1) is equiv-
alent to the following equation

ft + f2 + h2 - 2fz/0 f(f,t)dﬁ = szz - Bg/o [a<§at) + C(f,t)]df +n (t)7
2 2 (7)
ht + 2fh - 2hz /0 f(ﬁ, t)df = thz - ﬁg/o [a(§7 t) - C(f? t)]dg + ’I’Lg(t),

where ny(t), na(t) are arbitrary functions of time that represent incremental pressure gradients.
The modified pressure p(z,y, z,t) is found in the form of quadratures

1 ) : 1
“pl ) = 208 [ alé g = 5m )+ ma(0)+
#2008 [ el g~ Hm(®) - na(0) - 2F (2 0) - g2+
+o [ o€ nac+2 [ - ontends =2 16.0d0? +aol0),

where aq(t) is an arbitrary function of time.

Thus, the Oberbeck—Boussinesq system is reduced to five non-linear integro-differential equa-
tions.
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The following notations are introduced

z X " ] § .
(=7 T=xt a =max(| a;(t) |,| ¢;) ), j=1,2, u*=Ba’lx;

a(z,t) = a"A(&,7); c(z,t) =a"C(E,1); O(2,t) =a*O(,7); [f(z,t) = %ReF(f,T); (8)
22

h(zt) = 3y ReH(E, ) m(t) = 37

- 12 NJ(T>7 .7: 172

Here u* is the characteristic rate of thermal expansion of the fluid, since a*I? is the characteristic
temperature of the walls, e = Ba*I? is the Boussinesq parameter [11], Re = u*l/v is the Reynolds
number, Re = eP, where P = v/x is the Prandtl number.

After substituting (8) into system (6), (7), the initial boundary value problem in dimensionless
form is obtained

3
A, +2ReA(F+ H) — 2R€A§/ F(¢, 7)de = A&g,
0

3
C, +2ReC(F — H) — 2Re A, / F(&,7)d¢ = Cee,
0

13
O, — 2ReO; / F(&,7)d¢ = 2(A+ C) + Og, (9)
0

3 €
F, + ReF? + ReH? — 2ReF; / F(¢,7)dé = PFee — P / [A(E,7) + C(&,T)]dE + Ny(T),
0 0
3 3
H, +2ReFH — 2ReH; / F(&,7)d¢ = PHee — P / [A(E,7) — C(&, P))dE + Na(7).
0 0
Parameter 7 = gl®(vx)~! plays an important role in the theory of micro convection [11].

In system (9) 7 € [0,79 = xtol 2], £ € [0,1]. To fully define unknowns A, C, ©, F, H, Ny,
Ny it is necessary to consider initial and boundary conditions

A(£,0) = Ao(§), C(§,0) = Co(§), O(E,0) =0,

(10)
A(0,7) = Ay(7), C(0,7)=Cy(r), ©(0,7)=F(0,7) = H(0,7) =0, ()
A(l,7) = As(7), C(1,7)=Cq(1), ©(L,7)=F(1,7)=H(1,7)=0
/ F(& 1)d¢ =0, / H(¢,7)dE =0. (12)
0 0

Let us note that problem (9)—(12) is the inverse problem, since functions N;(t) are unknown.

Remark 3. Conditions (12) actually mean that motion is considered in some cell bounded by x
and y.

Conditions for matching the input data are satisfied for a smooth solution

Ap(0) = A1(0), Co(0) = C1(0), Ao(1) = A2(0), Co(1) = C2(0), (13)

1 1
/ Fo(¢)de = 0, / Ho(€)de = 0, (14)
0 0

Remark 4. Taking into account (8), it is assumed that a;(t) = a*A; (1), ¢;(t) = a*C;(7).
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For most liquid media, the Boussinesq number is € < 1. Therefore, one can look for a solution
of the inverse initial-boundary value problem in the form of a series with respect to the Reynolds
number Re. The main terms of the decomposition satisfy the linear system of equations (the
designations of the desired functions are left the same)

A = Agg, C, = CEE’ 0, = 2(A+C) + @55,

3

F, = PR =P [ 1A(€.7) + (6 m}de + (7). 15)
3

H, = PHee =P [ [A(€.7) = C(€mlde + Na(r).

The initial and boundary conditions remain unchanged (see (4), (5)). The problem describes
the so-called "crawling" movements and it is the subject of study of this work.

Stationary creeping motion

In this case, all functions do not depend on the dimensionless time 7 and initial data (5) is
not taken into account. Let us assume that A*(§), C*(€), ©%(§), F* (&), H* (&), Ni (&), N3 is the
required solution, A}, C7 are the given constants. Without the loss of of generality, it is assumed
that Af # 0. Simple mathematical treatment shows that there are relations

A*(§) = Al(1+ an), C°(§) = Af(az + asf),
_ A3 — A _G _G -G

aq Ai , Q2 = Aii, as Ai
0°(6) = A (1 + ax)(6 — ) + 52 - €);
AP
P = T 0+ an)(a - 36 + 9+ E et 02 4 4g)| 16)
i) = 1417 [(1 —ag)(267 — 86+ ) + T (56" - 067 + 45)}

1 3
le = 5,,714‘1§P2 |:1 —+ g + E(Oél + Oég)il,

N; = %’I]A‘;PQ |:1 — Qg + %(0&1 — 043):| .

When A7 = C7 there is radial heating of the fluid on the wall. If A5, C] < 0 then heating is
maximal at the point z = 0,y = 0. If A7, CT > 0 then heating is minimal. If A} = —C7 then
heating of the fluid on the wall has the form of a hyperbola.

The characteristic vertical velocity profile W*(¢) = w®(¢)/W° is shown in Fig. 2
(W0 = —nAifx)

Physical constants were taken for water at a temperature of 20°C: P ~ 7, Re ~ 25.5-1074,
values A3, C7, j = 1,2 are shown in Fig. 2.

The solid line shows the case of radial heating of the fluid on the walls with a minimum of
its value at the point x = 0, y = 0 while the fluid in the layer moves upwards.

The dashed line shows the vertical velocity profile when distribution of the fluid temperature
has the form of a hyperbola on the lower wall and weak elliptical heating on the upper wall.
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g 2 mbin = g Bn g ABLE A
A1-0 7 C‘-U,T,Az-ﬂ,ﬁ. CZ-G 3;

o _ASZ0.7-C%=-0.7- AS=0.3: C5=0:
A1-07 ()‘-l)T,A2 UE.CZ 0;

S_q.A5<. S_.43.0% 1
A= CI=2TIAS=1.3,Co=01;

=== AJ=1; C]=15,A3=-2.5,C}=1.5;

Fig. 2. Vertical velocity W*# as a function of dimensionless coordinate &.

In other cases, heating on both walls has the form of a hyperbola. The dotted line corresponds
to such a temperature distribution that fluid in the lower part of the layer moves down, and in
the upper part it moves up.

A priori estimates

The purpose of this paragraph is to establish sufficient conditions for the input data A;(¢),
C;(t), under which the solution of non-stationary problem converges to stationary solution (16)
when dimensionless time increases. Functions A(,t), C(&,t), ©(¢,t) are solutions of the first
initial boundary value problem. They can be found in the form of trigonometric Fourier series.
Using methods proposed in [12], it is possible to obtain a priori estimates of solutions. However,
here it is easier to use results presented in [13] (pp. 201, 209). In fact, if A,;(7), C;(r) are
continuous for any 7 > 0 and

lim A;(r) = A3

Rl
T—00 J

lim Cj(7) = Cj, (17)

T—>00

then
lim A;(6,7) = A°(6), lim Cy(E.7) = C°(6).
uniformly for any £ € [0, 1], where A®(§), C*(€) is stationary solution (16). If
[Aj(7) = A7 [<d(L+7)7", [Cy(r) = CF [<d(1+7)7", (18)
with positive coeflicients d, p then
|A%(&,7) =A%) IS (L +7)7F, [CP(E,7) = C°(§) [S da (T +7)7H, (19)
dy > 0 is a constant, £ € [0, 1]. Considering inequalities
| Aj(7T) = A |[< dae™7, | Cj(7) = CF [< dae™7, (20)

estimates

|A%(&, 1) — A%(&) |< dze ™17, |C%(&,7) — C%(§) |< dze 47, (21)

are obtained with constants ds > 0, 0 < puy < p.
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These estimates can be interpreted as the stability conditions of stationary solution A%(&),
C* (&) under conditions (17), (18), (20).

Initial-boundary inverse problems for functions F(&,7), Ni(7) and H(&,7), N2(7) are non
classical (A(§, 1), C(&,7) are known). Therefore, a priori estimates of their solutions have to be
obtained.

Multiplying the last equation of system (15) by H({,7) and integrating with respect to &
from zero to one, the following identity is obtained

1d [, L, B 1 ¢
34 /O H(¢,7)d§ + P /0 H¢(&,7)d§ = —nP /O H(¢,T) /O (A(e,7) — C(e, 7))dEde. (22)

Here, boundary conditions (11) and redefinition condition (12) are taken into account. Since
Steklov’s inequality takes place

1 1 1
| e < 5 [ e e

then the left part of (22) is greater than or equal to

1 d 1 1
5%/0 H2(§,T)df+7r2p/o H?(&,7)d€.

The right part of (22) does not exceed

nP( / 1 H%ﬂ)é { / 1 / “(Aem) - Ol T>>2d£de] g

1
Now for E(7) = ( [ H?(¢, T)) the following inequality is obtained
0

[SE

dE

1ot 3
- +7m?PE < UP{/O /0 (A(e,7) — C(e,r))gdfde} .

Therefore,

e mae < ([ i) e [ [ e
J ([ o) wor [Fe | [0

) (23)
—0(6,7’))2d§d€:| dr} e 2™ PT = Gl(T)eﬂTQPT

for any 7 € [0, 79]. Now recall that functions A(E,7), C(, 7) satisfy estimates (19) or (21), where
A€) =0, C*(§) = 0.
Function H (£, 7) also satisfies the following identity

1 Pd [} 1 ¢
| e+ 5 [ me e =—ap [ e i [ (Ao - Cler)isde

Using the elementary inequality ab < €;a?/2 + b?/(2¢;1) when €; = (2nP)~!, one can obtain
from the previous identity that

/01 HE (&, 7)dE < 20 P? /OT /01 [/OE(A(G,T) - 0(677))4 2d§d7+
+/01 Hgg(f)dﬁ = Ga(7)
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Since H(0,7) = 0 then
£
A (6r) =2 [ HEenHee e <

1 % 1 %
< 2(/ H2(£,7)d£> (/ Hg(g,T)dg“) < 2/ () Ga(r)e P
0 0
due to inequalities (23), (24) and

| H(E,7) [< V2(G1(7)Ga(r) Fe= 2" (25)

for any £ € [0,1], T € [0, 79].
Similar estimate holds for F(&,7) if A(,7) — C(&,7) is replaced with A(¢,7) + C(&,7) in
expressions G1(7), G2(7), and they are denoted by G3(7) and G4(7). Therefore

| F(6,7) |< V2(G(r)Ga(r)) F e =557 (26)

Let us start first with the evaluation of No(7). Multiplying the equation for H (&, 7) by € — &2,
integrating over the interval [0, 1] and using the boundary conditions, one can obtain

1 1 13
No(r) = 6 / (€ — E)H, (E,7)d¢ + 6 / (€ &) / (A(e,7) — Cle,r))dede,  (27)

0

1

since [(£ — €2)Hee(€,7)dé = 0. To evaluate N(7) it is necessary to obtain an estimate of
0

| Hr(&7) [ at £ € [0,1], 7 € [0,70]. T

| Aj(7) |< dee™7, [ C5(7) [< dae™7,

(28)
| Ajr(7) [S dae™7, | Cjr(7) |< dae™7,

dy > 0 then
| A(&T) |< dSe_HlT’ | C(&T) |< dSe_mT’

(29)
| AT(&T) |< dSe_MT7 | CT(&T) |< d5e_N1T

for any & € [0,1], 7 € [0,79]. The first two equations of system (15) provide estimates of
derivatives
| Age(§,7) < dse™7, | Cee(§,7) |< dse™ 7. (30)

To obtain estimates of derivatives (29), (30) it is enough to differentiate with respect to
7 the corresponding initial boundary value problems, and use the results presented in [13].
Similarly, differentiating with respect to 7 the last equation of system (15), a problem on H. (&, T)
is obtained. It is similar to the problem on H({,7) when A(€,7) — C(€,7) is replaced with
A (&, 7)—Cr(&,7) and No(7) is replaced with Na, (7). Therefore, there is an estimate (see (25))

| Ho(€,7) |< V2(Ga(r)Ga(r)) e 257, (31)

£ €[0,1], 7 € [0,70], where Hy(&) is replaced with H,(&,0) in relation for G5(7) (see (23)). Then
3
H(6.0) = 5 Huce() = 1P [ (40(€) = Col€))de + Na(0) (32)
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The value of N5(0) can be found from another representation of Na(7):

Nalr) = B (He0,7) ~ Helm) 0 [ [ (A - ot e
Thus
NQ(O)Z%(H%(O) Hog +77P/ / (Ao(¢ (&))dEde.

Considering (27) and using inequalities (31), (29), the following estimate is obtained

| No(7) |< —=[(Ga(r)Ga(r)) ie™ 57 4+ ddse=17], 7 € [0, 70)- (33)

f
A similar assessment takes place for H, (&, 1), Ni(7)

1 =2p

|F (&7) |< V2(Gs(1)Ge(7))7e 2 7,
[(Gs(7)Go(r)) Fe™ ™25 4 ddge™ 7], 7 € [0, 0],

(34)
| Ni(7) [< f
where G5(7) and Gg(7) follow from G3(7) and G4(7) when the term A(§, 7) + C(€, 7) is replaced
with A, (&, 7) + C-(&,7), and Fy(§) is replaced with F,(&,0). Moreover (see (32))

3
FL€.0) = 5Rie© —nP [ (40(6) + Co(€))de + M 0),

M(0) = (Fic(0) ~ Fuel0) 1P [ [ (4al€) + Cof@))ace

Thus, if A;(7), C;(1) € C[0,7] and inequalities (28) are satisfied then solution of inverse
initial boundary value problem (15), (10) and (14) satisfies a priori estimates (25), (26), (30)—
(34). In addition, similarly to estimates (30), Fee(§,7), Hee(€, 7) are bounded for any £ € [0, 1],
T E [0, T()].

Remark 5. If A;(t), C;(t) € C'0,70], Ao(€), Co(§) € C?[0,1] then it follows from the
maximum principle for parabolic equations that

A7) [< max | max | Ao©) |, max | 4;(r) ||,

<
| C(E 7)< max | max | Co(€) |, max | C5(7) ],

<
[ Ar(,m) 1< ma | mae [ Aoge(€) |, max | Aje(r) ],

| Cr(67) 1< max [ ma | Coge(€) |, max | Cyr() | ]

Therefore, the boundedness of | F(&,7) |, | H, 1) |, | Fr(&,7) |, | H-(§&,7) |, | Fee(&,7) |,
| Hee(€,7) |, | Ni(7) |, | No(7) |, with & € [0,1], 7 € [0,70] takes place for weaker conditions on
functions A; (1), C;(1).

Relations for G (7), Gs(7), G5(7) contain integrals of exponent e™ 7. Therefore, the use of
a priori estimates for the behaviour of the solution at 7 > 1 requires the fulfilment of conditions
(28), so that there are estimates (29) with some constant ¢ > 0. Let us assume that A;(7),
C;(1), Ajr (1), Aj; (1) are defined and continuously differentiable for all 7 > 0. If y; = Pr? +1,

—449 —



Andrei A. Azanov Creeping Three-dimensional Convective Motion. ..

v > 0 then the specified integrals in relations for G1(7), G3(7), G5(7) and in the right-hand sides
of inequalities (25), (26), (30)—(34) converge exponentially to zero.

Let us assume that inequalities (28) and estimates for derivatives (29) are satisfied. Consider-
ing the differences F'(§,7) — F**(§), H(§,7) — H*(§), Nj(7) — N7, j = 1,2, let us ensure that they
satisfy the same initial boundary value problems as F(§,7), H(§,7), N;(r). The difference is
only in the initial conditions. They are replaced with Fo(§) — F*(§), Ho(§) — H*(§), Nj(0) — N7,
respectively. Therefore, the estimates follow from given above inequalities (11 = 72 + )

(|F(§77—) _FS<£) |7 |H(577-) _HS(E) |’ ‘FT(E’T) |’ |HT(€’T) |a

2

| N;j(T) = N} |) < Dem =7

with some constant D > 0.
Therefore, stationary solution (15) is exponentially stable under the given above conditions.

Solution of non-stationary problem by the Laplace method

Non-stationary solution of problem (10)—(12), (15) is found using the integral Laplace trans-
form [14]. In our case, the method reduces the solution of non-stationary partial differential
problem to the solution of a system of ordinary differential equations (ODESs).

Applying the Laplace transform to the initial boundary value problem

Ar = Age,
A(f, 0) = A0(£)7
A(Oﬂ T) = Al(T)a A(]-aT) = AQ(T)v
the following system of ODEs for the Laplace images is obtained

Age = sA = —Ao(6), (35)
A(Oa s) = Al(s)v A(la s) = AQ(S)

Taking into account (35), one can find A(¢, s)

Sh(y3E) ;| sh(VE(L— ) ;
SN NV R

! £
Zlamis ) M@ -y~ | Ao(s)sh(\/g(g—g))dg]_

Similarly, function C(z, s) is defined as

sh(y/s¢) - sh(vs(1 — &) »
sh(\/E) CQ(S)+ Sh(\/g) Cl( )+

Sh(\/gf) ! _ — ¢ £)s S — & 3
M [ e sn(va -1 - [ aoepshivate ))d]

A(g,s) =
1 {sh(\/gf)

1(8)+
(36)

0(67 S) =

L
NG
Therefore, A(¢,s) and C(€,s) are known functions. Similarly, function O(€, s) is

2 (Sh(\/gﬁ)

o) = 7\ aivs)

€ R
- [ CGers) + Clespsuite - e))de).

/0 (A(&,5) + C(€. 5)) sh(v/3(1 - €))de—
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Equation for function F(¢,7) in Laplace images has the form

~ S & N 1 -
Fe=5F = [ (AGe.3) + C(e,9)de = 5(s) = Fo(e),

P (39)
F(0,5) = F(1,5) = 0.
Then solution of problem (39) is
. \Fn sh(y/s/P¢)
) = Vs sh(y/s/P) / / )
x sh(y/s/P(€ — ¢ d(jd5+—//A ¢,8) + C(C, ) x
x sh(y/s/P(€ — €))d¢de — VS/‘% (s) — PFy(€)) + P> VS/Pg / Fo(€)de+
sh (v/s/PE) ch(y/s/P)—1 sh (v/8/P&) sh( \/S/P
T W) - PRE) - P S [ moeae. (
40)
Let us find Ny (s) from (12). Introducing
T:(Sh\/S/P/\/S/P—l)/P\/]S—((Ch\/S/P—1)/\/8/P)2/@Sh\/S/P,
one can obtain
Ni(s) [/ // s)+ C(¢, 5))sh(y/s/P(1 — ¢))d(dedé—
n\/ﬁch V/s/P) -1
N R / / (e, 5) sh(y/s/P(1 — €))dedé — (41)
sh(y/s/P¢)
~PEy(€) + PR / Fo@)d«s]
Similarly, find function H (£, s)
~ \/>n sh(y/s/P¢)
H(E ) = Vs sh(y/s/P) / / ) >
x sh(y/s/P(€ — ¢ d§d€+—// ) X
< sh(TPIE - o — VTR0 6) - pry(e)) + PRSI / o(E)det
sh(y/s/P&) ch(y/s/P) —1 3 sh s/P¢) sh(/s/P S/P
s ) - PHyE) - VW / Hol
Function Ny(s) is defined from (12) as follows
(s) [ / / / (€.5) sh(v/s/P(1 — &))dCdedé —
n\/lsch s/P —1
S e / / (e, 5) sh(+/5/P(1 — €))dedé— (43)

—PHy(¢) + P° ng/P ) /0 Ho(é)dé}.

— 451 —



Andrei A. Azanov Creeping Three-dimensional Convective Motion. ..

Conditions for tendency of non-stationary solution
to a given stationary solution

Suppose there are limits

)
T—00 J

lim Cj(r)=CY, j=1,2, (44)

T—00

/

and derivatives A;» (1), C;(7) have Laplace images. Then [14]

lim sA;(s) = lim A;(r) = CY

)
s—0 T—00 J

lim sCj(s) = lim Cj(r) = CY. (45)

T—r00 J

Next, asymptotic expressions when ¢t — 0 for functions sh(t) and ch(t) are used: sh(t) ~
t+13/6, ch(t) ~ 1 +12/2.
The proof is given for function é)(§ ,8). The following relation is obtained for s — 0

(Vs(1—¢)°

s(6.5) ~ 22 (¢ [ (sl + st o | (i - gy + WU

s
_ /0 “(sA(e, )+ 50(,5)) [(ﬁ(é—e» + W]‘k) -

o

1
~ (FUB s - b e+ a2+ e

(51848 - b+ O + 142+ € ) = %6,

Lemma 1. Under conditions (44), (45) the non-stationary solution of problem (10),(11), (12),
(15) approaches stationary solution (16) when dimensionless time T increases.

Finding the originals of required functions

Functions (36), (37) are Laplace images. The inverse Laplace transform is used to determine
the originals.
It is assumed that A;(7), C;(7) have the form

Aj(r) = Ag + €;1 exp [—yi7]sin(wiT), Cj(1) = CJQ + €2 exp [—yj27] sin(waT).
Then, their images are easily found from the Laplace transform table [15]

. AY , A co ,
Ais) =T+ o i G =L

: - S o 16
s (s+v1)?+wi s (s+72)?+ws (46)

where ;1 > 0, vj2 > 0, i.e., the boundary mode is stabilized with time according to Lemma, 1.
If one of the values of v;1, ;2 is negative then there is no stabilization effect of the solution.

At this point, for simplicity, it is assumed that motion arises from the state of rest
and Ag(€) = Cp(§) =0. In this case, compatibility conditions (13) are violated since
A1(0) # Ap(0) =0, C1(0) # Cp(0) = 0, that is, there are discontinuities of the 1st kind. This
is acceptable since the integral Laplace transform is applicable for functions that have a finite
number of discontinuities of the 1st kind [15].
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Expressions for A(¢,s), C(€,5), FI(€,s), Ni(s) are simplified as

~ §) = Afg €12W1 Sh(\/gf) i? €11W1 Sh(\/g(].*g))
ieo = (3 + prmmra) a5 )

. (< €99W9 sh(/s€) g? €21W2 sh(v/s(1—¢))
C(,s) = ( s + (5 + 722)? +w§> sh(y/s) + ( s * (54 721)? “V‘w%) sh(v/s) ’

. € e .
Fle.s) = sp[ [0 + o shi/7PLE - eyacae-
ShVS/P ¢) / / $)+C(Cs)s ws/P(g—s))dcds]—

C

NO

\/s/P)
7ch (\/s/P¢) _1N ) sh(y/s/P¢) ch(y/s/P) _lN .
s 1( )+ (\/8/7P) s 1( )a
1 13 €
\ = 77 A S 5 S S S — —
N1(8)—T SP[ [ [ Gtcs) + Ccopsnit/srpa - epacaeds

~ S/jp / / (€,5) + C(e, ) sh(v/5/P(1 — €))dede|.

Expressions for H(£,s), N(s) have the same form only terms A(C,s) + C(C, s) are replaced

by A(C,5) = C(C.s).
Function ©(&, s) has the following form

- —iSh(\/gf)lAs ~(n,s))sh(v/s(1 — -
6165 = o= (508 [ (A9 + Cons) st - mydy

€ .
- [ €9+ a9 sutvte - n))dn>.

After numerical inversion of the Laplace transform functions N;(7) are obtain (see Fig. 3),
where A9=1.3, AV=1, C9=2.7, CY=2, e12=12, €11 = 1, €22 = 1.6, €21 = 1.8, w1 = 0.1,
wo = 0.2, 712 = 0.04, 711 = 0.03, o5 = 0.07, 721 = 0.06, x = 0.00143 m2 /sec, v = 0.01006 m? /sec,
B=1.82-10"*1/deg, [ =10"* m, g = 9,81 m/sec?.

0.5} i

N4

Func

-0.5 ===
Fig. 3. Functions N;(7) versus dimensionless time
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Dimensionless velocities

timeu(§,7) = éu =(F+H)z, v¢71)= ﬁu = (F - H)y,

are shown in Fig. 4,5 (Z =gy =1).

stationary solution
P ™y —-—-—7=20
a2t il s — — —r=60
Y =250

Func
o

2t .

Fig. 4.

stationary solution
20

Func

Fig. 5. Velocity v(§, 7) as a function of dimensionless coordinate
Fig. 3 clearly shows that functions N;(7) approach constant values with increasing time.

Figs. 4 and 5 show velocities along the = and y axes. One can see that distribution of velocities
practically coincides with stationary distribution of velocities for large 7.
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Ilo3ydyee TpexMepHOEe KOHBEKTHUBHOE JIBU>KEHHE B CJIOE
C II0JIEM CKOPOCTEN CIIenaJIbHOTO BHJIA

Annpeit A. Azanos
MNucruryT Bhraucanrensaoro mogenuposanns CO PAH
Kpacnosipck, Poccuiickass Peiepariyst

AnHoTauusd. VccienoBana 3a1a4da 0 TPEXMEPHOM JIBUYKEHUH TEILJIOMPOBO/IHOM KUIKOCTH B KAHAJIE TBEP-
JBIMH TIAPAJIJIEIbHBIMU CTEHKAMU, HA KOTOPBIX IOJJIEPKUBAETCS 3aJIaHHOE PACIIPEIe/IEeHUEe TeMIIepaTy-
pot. Temneparypa B 2KUAKOCTSIX KBAIPATUIHO 3aBUCUT OT TOPU3OHTATBHBIX KOODIMHAT, & ITOJIE CKOPOCTEI
UMeeT CIeNuaJIbHbBIN Bul. Bo3HuKalomas HadaJlbHO-KpaeBast 3aa4a it mojenn O6epbeka—bByccunecka
SABJIIETCS OOPATHOI W peaylMpOoBaHa K CHCTeMe IATH UHTerpoguddepeHnalibubix ypaBuenuii. [1pu
MaJIBIX 9HCIax PefiHosbaca (MOM3yIme JBUKEHUs) MOy IeHHAs CUCTEMa CTAHOBUTCSA JMHEHHOH. Jlys
9TOU CHCTEMBbI HAMJIEHO CTAIMOHAPHOE DPEIeHUe, MOJIYyYeHbl anpuopHble OoneHKH. Ha mx ocHOBe ycra-
HOBJIEHBI JIOCTATOYHBIE YCJIOBUSI SKCIOHEHIIMAJIHLHON CXOAUMOCTHU IJIAJKOTO HECTAIIMOHAPHOI'O PeIeHUs
K CTAIlMOHAPHOMY pexkuMmy. B m3obparkenusix mo Jlamracy penrenne oOpaTHON 3a/1a9u OCTPOEHO B BU-
e KBaJpaTyp, npu Oojiee CabbIX YCIOBUSX HA TEMIIEPATYPHBIN PEXKMM Ha CTEHKax cJyos. llpuBeseHb
pe3yabTaThl pacdueToB, Ha OCHOBE YHCJIEHHOI'O oOpallleHus rpeobpa3oBanus Jlaraca, MOBeIEHUS T10OJIs
CKOPOCTeH [1j11 KOHKPETHON KUIKOU Cpeabl.

KuroueBslie cioBa: mojens Ob6epbeka—Byccunecka, TpexmepHoe ABUXKeHue, obparHas 3a/a4da, allpu-
OpHBIE OIEHKHU, yCTOWINBOCTD, Ipeobpa3oBanue Jlammaca.
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Abstract. The present paper is devoted to almost inner derivations of thin and solvable Leibniz algebras.
Namely, we consider a thin Lie algebra, solvable Lie algebra with nilradical natural graded filifform Lie
algebra, natural graded thin Leibniz algebra, thin non-Lie Leibniz algebra and solvable Leibniz algebra
with nilradical nul-filiform algebra. We prove that any almost inner derivations of all these algebras are
inner derivations.
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Introduction

Almost inner derivations of Lie algebras were introduced by C.S.Gordon and E.N.Wilson [13]
in the study of isospectral deformations of compact manifolds. Gordon and Wilson wanted to
construct not only finite families of isospectral nonisometric manifolds, but rather continuous
families. They constructed isospectral but nonisometric compact Riemannian manifolds of the
form G/T', with a simply connected exponential solvable Lie group G, and a discrete cocompact
subgroup I" of G. For this construction, almost inner automorphisms and almost inner derivations
were crucial.

Gordon and Wilson considered not only almost inner derivations, but they studied almost
inner automorphisms of Lie groups. The concepts of "almost inner" automorphisms and deriva-
tions, almost homomorphisms or almost conjugate subgroups arise in many contexts in algebra,
number theory and geometry. There are several other studies of related concepts, for example,
local derivations, which are a generalization of almost inner derivations and automorphisms [3,4].

In [7] authors study almost inner derivations of some nilpotent Lie algebras. The authors
of this work proved the basic properties of almost inner derivations, calculated all almost inner
derivations of Lie algebras for small dimensions.They also introduced the concept of fixed basis
vectors for nilpotent Lie algebras defined by graphs and studied free nilpotent Lie algebras of
the nilindex 2 and 3. In [8], almost inner derivations of Lie algebras over a field of characteristic
zero has been studied and these derivations has been determined for free nilpotent Lie algebras,
almost abelian Lie algebras, Lie algebras whose solvable radical is abelian and for several classes
of filiform nilpotent Lie algebras. A family of n-dimensional characteristically nilpotent filiform
Lie algebras f,, has been found for all n > 13, all derivations of which are almost inner. The
almost inner derivations of Lie algebras considered over two different fields K D k for a finite-
dimensional field extension were compared.

*tuuelbay@mail.ru
(© Siberian Federal University. All rights reserved
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Motivated by the work [7], we studied almost inner derivations of some nilpotent Leibniz
algebras [2] and in this work the almost inner derivations for Leibniz algebras were introduced
and it was proved that on a filiform non-Lie Leibniz algebra there exists an almost inner derivation
that is not an inner derivation.

In work [1] it is proved that any derivation complex maximal solvable extension of Lie algebras
is inner [Theorem 4.1]. Moreover, it is proved that any non-maximal solvable extension of a
nilpotent Lie algebra admits an outer derivation [Proposition 4.3]. Therefore, in this paper
almost inner derivations of solvable Lie algebras with the nilradical naturally graded filiform
Lie algebra and almost inner derivations of thin Lie algebras will be considered. In addition,
almost inner derivations of natural graded thin Leibniz algebras, non-Lie thin Leibniz algebras
and solvable Leibniz algebras with nilradical nul-filiform algebra will be studied.

1. Preliminaries

Definition 1.1. An algebra g over field F is called a Lie algebra if its multiplication satisfies:
1) [z,2] =0,
2) [.%', [y7 Z]] + [y7 [Z7CCH + [Zv [.%', y” =0,

forall x,y,z € g.

The product [z,y] is called the bracket of x and y. Identity 2) is called the Jacobi identity.
Let g be a finite-dimensional Lie algebra. For Lie algebra g we consider the following central
and derived series: ) ) - .
g=9 o= izL
g[l] =g, g[k] = [g[k_1]7g[k_1]]7 k > 1.

A Lie algebra g is nilpotent (solvable) if there exists m > 1 such that g™ =0 (g =0 ).

Definition 1.2. A derivation of Lie algebra g is a linear map D : g — g which satisfies the
Leibniz law, that is,

D([z,y]) = [D(x),y] + [z, D(y)]
forall xz,y € g.

The set of all derivations of g with respect to the commutation operation is a Lie algebra and
it is denoted by Der(g). For all a € g, the map ad, on g defined as ady(z) = [a,x], z € g is a
derivation and derivations of this form are called inner derivation. The set of all inner derivations

of g, denoted InDer(g).

Definition 1.3. A derivation D € Der(g) of a Lie algebra g is said to be almost inner, if
D(z) € [g,x] for all x € g. The space of all almost inner derivations of g is denoted by AID(g).

We now give the definition and necessary facts of the Leibniz algebra.

Definition 1.4. An algebra £ over a field F is called a Leibniz algebra if for any z,y,z € £, the
Leibniz identity

[SU, [y,z]] - [[xay]vz] - [[(E,Z},y]

is satisfied, where [—, —] is the multiplication in £.

The definitions of nilpotency, solvability and derivation for Leibniz algebras are introduced
in a similar way as the definition of nilpotency, solvability and derivation of Lie algebras.

Let £ be a Leibniz algebras. For each a € £, the operator R, : £ — £ which is called the
right multiplication, such that R, (y) = [y, x|, y € £, is a derivation. This derivation is called an
inner deriwation of £, and we denote the space of all inner derivations by InDer(£).

Now let us give the definitions of the almost inner derivations for the Leibniz algebras.
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Definition 1.5 ([2]). The derivation D € Der(£) of the Leibniz algebra £ is called almost inner
derivation, if D(x) € [x,£] holds for all x € £; in other words, there exists a, € £ such that
D(z) = [z,a;]. The space of all almost inner derivations of £ is denoted by AID(L).

2. Almost inner derivations of thin Lie algebras
In this section, we will consider almost inner derivations of thin Lie algebras. Let’s consider

the following so-called thin Lie algebra g with a basis {e; : ¢ € N}, which is defined by the
following table of multiplications of the basic elements:

M - [elvei] = €it+1, i =2, (1)
€1,€5] = €4 ) 227

My ) fevel= e 2)
le2,€i] = €iva, 123,

and other products of the basic elements being zero [12].

Note that the algebras M; and M, are an infinite-dimensional analog of the filiform Lie
algebras L,, and @,, which are given in [10]. In papers [7] and [8] it was proved that every almost
inner derivation of the algebras L,, and @, is inner.

The derivations of thin Lie algebras M; has the following form [6]:

e1) = Zaiei, Zﬂzez, () =((j —2)a1 + B2)ej + Zﬁz+2€z+g7 J =3,
i=1 =1

where «;,3; € C, i=1,...,n,and n € N.
The following theorem is one of the main results in this section.

Theorem 2.1. Let g be the thin Lie algebra. Then any almost inner derivation on thin Lie
algebras is inner.

Proof. First, consider the thin Lie algebra g = M; with multiplication table (1) and inner

derivation of this algebra. Let x = 3 x;e; € g, n € N. For basis e; define ad,(e;):
i=1

n
ad,(e1) = [x,e1] {Zz 62761:| = *inei+1§

n

adg(e;) = [z, e;] = {szez,eg] =r1€j41, J 2 2.
i=1

In the next step, we study an almost inner derivation of a thin Lie algebra g. Let D € AID(g).
For basis e; € g exists a., € g such that D(e;) = [a.,, ¢;], for all i > 1. Then

n
D(e1) = [ac,, e1] {Z ay 161761} = _Zal,iei-i-h
D(e;) = [aej,ej [Zaj lez,e]] =aj1€j41, J = 2.

Now we check the conditions of derivation:

D(eg) = D([el,eg]) = [D(el),eg] + [el,D(eg)] = [61,@2’163] = CL2)164.
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On the other hand D(e3) = as jes. From, here we get az1 = as 1.
For i > 3 consider

D(e;) = D([e1,e;-1]) = [e1, D(ei—1)] = [e1, ai—1,1€i] = @i—1,1€i41-
On the other hand D(e;) = a;1€;41, ¢ > 3. From here we have
a;1 = a;-1,1, & = 3.

Hence

= avieir1, D(ej) =azaeji1, j = 2.

n
For arbitrary element x € g we take element a = az 11 — Y a1 kept+1 € g such that D(z) =
k=2
= ad,(x), and this means that almost inner derivations D is inner.

Now, we investigate the case g = M.

Let x = > z;e; € g, n € N. For basis e; define ad,(e;):

i=1

r n n

adz(e1) = [z, e1] = inei,m} == wmiei;
Li=1 i=2

n n

adg(e2) = [z, e2] = Zmiei7€2:| = Ti1€3 — Z$k€k+2, neN;
Li—1 k=3
ron

ady(ej) = [z, ;] = Zmiei,ej] = T1€j41 + T2€542, J 2 3.
Lim1

Let D € AID(g). For basis e; exists a., such that D(e;) = [a,,, e;], for all i > 1. Then

D(e1) = [ae,, €1] {E a1161761:| = E a1,i€;41,

D(ez) = [ae,,e2] = [Zaz 161362:| = az1€3 — E az,kek+2, 1 €N,

=1 k=3
n

D(e;) = [ae,, €] = [ > ai,kekaei:| = a;1€i+1 + G; 2642, © = 3.
k=1
According to the definition of derivation

D(es) = D([e1,e2]) =[D(e1),e2] + [e1, D(e2)] =

n n
{— g al,i€i+1762:| + [61702,163 — E a2,k€k+2] =
i=2

k=3

az,1€4 + a1 €5 + E (@16 — Q2,1 )€k+3-
k=3

On the other hand D(e3) = a3 1e4 + a3 2e5. Comparing the coeflicients at the basis elements, we
obtain
az,1 = a3,
a1,2 = a3z,2, (3)
a1k = a2k, 3 < k< n.
Hence

n
D(EQ) = a21€3 — ZaLke;H_g, n e N,
k=3
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D(e(;) = az,1€4 + a1 2€s5.
For ¢ > 4 consider the following:
D(e;) = D([e1,ei—1]) = [e1, D(ei—1)] = ai—1,1€i41 + Qi—1 2€i12.
On the other hand D(e;) = a; 16,41 + a4 2¢;42. Hence for ¢ > 4 it follows that
ai—1,1 = Q4,1,
) B 4
{ a;—1,2 = Q32. ( )

Combining (3) and (4) we get

n
D(ey) = — Z ai keg+1, nEN,

k=2
n

D(GQ) = ag ;€3 — ZaLkek_,_Q, n e N,
k=3
D(e;) = ag1€i41 + a1 ,2€i42, @ = 3.

n
For every element z € g we take element a = asi1e1 + a12e3 + > a1 xer € g such that
k=3
D(z) = ad,(z), and this means that almost inner derivations D is inner. O

3. Almost inner derivation of naturally graded complex thin
Leibniz algebras
In this section, we will consider almost inner derivation of naturally graded complex thin

Leibniz algebras. In [14], the following theorem is given, which classifies the naturally graded
complex thin Leibniz algebras.

Theorem 3.1 ([14]). Up to isomorphism, there are three naturally graded complex thin Leibniz
algebras, namely,

Li: [e,e1] =es, lei,e1] = €ir1, i=2,
Ly : [e1,e1] = es, lei,e1] = €ir1, 0= 3,
Ls: [e,e1] =ei41, [er,e]=—eiy1, 122,
where {e1,ea,€e3,...} are bases of the algebras Ly, Lo, L3 and other products vanish.

The following lemma holds.

Lemma 3.1. The derivations of naturally graded complex thin Leibniz algebras have the following
forms:

L : Z arer, D(e;) = (1 —1)ay + ag)e; + Zakekﬂ-,g, 1 =22, neN;

k=3
Loy : D(el) = Zakek, 62 Zﬁkeka
k=1
n
D(e;) = (i — Dare; + ageypr + Zak6k+i—2, 123, neN;
k=4

Ly Zakek, Zﬁkek,

D(ez) = ((’L — 2))&1 + ﬁg e; + Zﬂk‘ek-‘ri—Qa 123, neN,
k=3

— 461 —



Tuuelbay K. Kurbanbaev Almost Inner Derivations of Some Leibniz Algebras

where a;, B; € C, 1 <i<n, neN.

Proof. Let D(ep) = Z agek, D(es) = Z Brer, n € N.

Using the deﬁnltlon of derivation of algebra L, from Theorem 3.1 we obtain the following:

D(es) = D([e1,e1]) =[D(e1),e1] +[e1, D Zak er,e1] + Zak ez, ey

n
= (201 + a2)es + Z QClia.
k=3

On the other hand

D(e3) = D([e2,e1]) =[D(e2),e1] + [e2, D(e1)] = Zﬁk[emeﬂ + Zak[@,ek] =
k=1 k=1
= (Bb1+B2+ar)es + Z Brek+1-

k=3

Comparing coefficients from basis elements we have
a1 + Qg :Bl—’_BQv (5)
A = Blw k> 3.

Consider the following:

0= D([e1, €2]) = [D(e1), e2] + [e1, D Zak ek, e2) + Zﬂk e, ex] =B2es.

From this, we get §; = 0. Then from equality (5) we obtain 82 = a; + as. Hence,

n

D(es) = (a1 + a2)es + Zakek, D(e3) = (21 + az)es + Zakek_l'_l.
k=3 k=3

Consider the following:

D(ey4) = D([es,e1]) = [D(es), e1] + [es, D(e1)] = (Ba1 + ag)eq + Zakek+2.
k=3

Continuing this process we have

D(e;) = D([ei—1,¢e1]) = [D(ei—1),e1] + [ei—1, D(e1)] = ((t — Dag + az)e; + Z Qf€Lti—2-
k=3

Thus, derivations of algebra L; has the following form:
Zakek, (e;) = ((i — Doy + az) el—l—Zakek_ﬂ 2, 122, neN;
k=3

Derivations of algebras Lo and L3 are obtained in the same way. O

Note that in Theorem 3.1 the algebra Lj is a thin Lie algebra, i.e., algebra with multiplication
(3.1). Therefore, we will study almost inner derivations of thin Leibniz algebras L, and L.
The following theorem is one of the main results in this paper.
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Theorem 3.2. Let L be the naturally graded complex thin Leibniz algebra. Then any almost
inner derivation on naturally graded complex thin Leibniz algebras is inner.

Proof. Let L = Ly and D € AID(L). Then by definition of almost inner derivation, for basis
e1 there exists element a., € £ such that D(e;) = R, . Let D =D — R, , then we have
D’(e1) = 0. Since D'(e1) = 0, then we obtain the following:

D'(e3) = D'([ex, e1]) = [D'(e1), e1] + [e1, D'(en)] = 0,
D’(ei) = D'([ei,l,el]) = [D’(ei,l),el] = 0, 1 2 4.
By definition of almost inner derivation for basis ey exists a., € £ such that
D'(eg) = [e2, ae,] = [e2,a2,161] = az1e3.
Then
O = D,(eg) = D/([eg, 61]) = [D/(62)7 61} = CL271€4.
From this we get D’(e2) = 0.
The next step consider the almost inner derivations of naturally graded thin Leibniz algebras
L = Ly. Let D € AID(L). Then by definition of almost inner derivation, for basis e; there exists

element a., € £ such that D(e1) = R,, . Let D' = D — R, , then we have D’(e;) = 0. Since
D’(e1) = 0, then we obtain the following:

D'(e3) = D'([e1,e1]) = [D'(e1), e1] + [e1, D'(e1)] = 0,
D'(ei) = D'([ei-1,€e1]) = [D'(ei-1),e1] =0, i > 4.

By definition of almost inner derivation for basis e exists a., € £ such that
D'(e2) = [e2, ae,] = 0.
O

4. Almost inner derivation of complex non-Lie thin Leibniz
algebras

In this section, we will consider almost inner derivation of complex non-Lie thin Leibniz
algebras. We present the following theorem.

Theorem 4.1 ( [14]). Every complex non-Lie thin Leibniz algebra is isomorphic to one of the
following two nonisomorphic non-Lie thin Leibniz algebras:

Fpo: ler,el] = e, leise1] = eip1, 1>2,
61,62 E apkepk,
67,762 § Ap Cpr+i—2; (> 27 ne N7
F3°: ler,el] = 637 lei,e1] = eip1, >3,
le1, ea] E B, et
7"
lei, e2] E Bt €t +i—2, 123, meN,

where 4 <p1 < pa < -+ < pp and 4 <t1 <ty < --- < t,y, and the other products vanish.
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The following theorem is one of main the results of this section.

Theorem 4.2. Let £ be the complex non-Lie thin Leibniz algebra. Then any almost inner
derivation on complex non-Lie thin Leibniz algebras is inner.

Proof. Let £ = Ff° is a complex non-Lie thin Leibniz algebra and D € AID(£). Then by defini-
tion of almost inner derivation, for basis e; there exists element a., € £ such that D(e;) = Rae1 .
Let D' € AID(£) and D" = D—R,, , then we get D'(e1) = (D—R,, )(e1) = 0. Since D’(e1) = 0,
then we obtain the following:

D'(e3) = D'([e1,e1]) = [D'(e1), e1] + [e1, D'(e1)] = 0,

D'(e;) = D'([ei-1,€1]) = [D'(ei-1), €] = 0, i > 4.

n
Let D'(e2) = > brex, n € N. By derivation conditions we have the following:
k=1

0= D/(e3) = D’([62761D = [D'(GQ),el] = [Zbkek, 61:| = (bl —+ b2)63 —+ Zbk€k+1.
k=1 k=4

It follows from the latter that
blz—bg, bi:O, 3<Z<TL

Then D/(eg) = b161 — bleg.
Since 4 < p1 < p2 < -+ < py, then

0= D’([el, 62]) = [61, D/(eg)} = [el,blel — bleg] = b1€3 — b1 Zapkepk.
k=1
From this we get by = 0. Hence, D’(e2) = 0.
Let £ = F§°. Then by definition AID for e; there exists a., € £ such that D(e;) = R
Let D" € AID(£) and D" = D — R, , then we get D'(e1) = (D — Ry, )(e1) = 0. Then

ael .

D'(e3) = D'([e1, e1]) = [D'(e1), ex] + [e1, D'(e1)] = 0;
D’(ei) = D/([Ei_l,eﬂ) = [D,(Bi_l),eﬂ = O7 7 2 4.

Let D'(e2) = " bje;, n € N. Consider
j=1

0= D/([€2,€1]) = [D,(62),€1] = |:Z bjej,€1:| = 6163 + ijejH, n € N.
Jj=1 j=3

From the last equality we have by = 0, b; = 0, 3 < j < n. Hence D’(ez) = baey. Since
D’(e;) =0, i > 3, then considering equality

0= D'([er,e2]) = [e1, D'(e2)] = b2 ) B e,
s=1

we obtain
by B, =0, 1<s<m. (6)

In algebra F35° at least one of the parameters f;, (1 < s < m) is nonzero, otherwise if all are
Bt, = 0(1 < s < m), then algebra coincides with algebra of naturally graded thin Leibniz algebras
Ls. So there will always be ;. # 0, then we have by = 0, as a consequence D'(ez) = 0. O
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5. Almost inner derivations of solvable Lie algebra whose
nilradical is natural graded filifform Lie algebra
In this section we consider almost inner derivations of solvable Lie algebra whose nilradical

is natural graded filifform Lie algebra. The multiplication table of natural graded filifform Lie
algebra has the next form:

Np.1, (n>4) [ei,el]:—[el,ei]:eiﬂ, 2<z<n—1
Theorem 5.1 ( [15]). There are three of solvable Lie algebras of dimension (n + 1) whose

nalradical is isomorphic to n, 1 (n > 4). The isomorphism classes in the basis {e1,€e2,...,en, x}
are represented by the following algebras:

[ei,e1] = —ler, ;] = eiy1, 2<i1<n—1,
Snt1(a, B) = [ei, 2] = —[z,e;] = ((1 — 2)a+ Be;, 2 < i< n,
le1, 2] = —[z,e1] = ae.

The mutually non-isomorphic algebras:

1) Spi1.0(B) == Snt1(1, 8) depending on the value of 3, in this case there are three different
classes: a) Sp+1(1,0), b) Spt1(1,n —2), ¢) Spt1(1,6), B¢ {0,n —2};

2) Sn+1,2 = Sn+1(0, 1),’

les, e1] = —le1, ] = eiy1, 2<i<n—1,
8) Suyrs: ] lens] = —[ed = (i—e;, 2<i<n,
le1, 2] = —[z,e1] = e1 + ea.
lei,e1] = —ler,ei] = e€ip1, 2<i<n—1,
o _1): n h t
4) Snyra(as,au, ... 1) len ] = —[mrei] = ei + 3 ansrsen, 2<i<n, where a
I=i+2
least one a; # 0 and the first non-vanishing parameter {as, g, ..., an—1} can be assumed to be

equal to 1.
The following theorem is the main result in this section.

Theorem 5.2. Let g is solvable Lie algebra with nilradical n,, 1. Then any almost inner deriva-
tion solvable Lie algebra with nilradical n, 1 is inner.

Proof. Consider the following cases:

Case 1. Let g = S,,+1(1,0) be the solvable Lie algebra and let a = Y a;e; + a2 € g. For basis
i=1

ei,x (i=1,...,n) define ad,(e;), ad,(x):

n—1
adg(e1) = [a, eq] [Zakek + aga, 61] = —age1+ Y axeria,

k=1 k=2
adq(e2) = [a, e2] [Zakek + azx, 62] = —ajes,
k=1
ady(e;) = [a,e;] = [Zakek + agx, ez} =—(i—2)aze; —arei11, 3<i<n,
k=1
ady () = [a, 2] {Zakek + azx, x} =ae; + Z (k — 2)agey.
k=1 k=3
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Let D € AID(g). For basis e; and « exists b, and b, respectively such that D(e;) = [b,, €]
(1 <i>n)and D(z) = [by,x]. Then

n—1
D(e1) = [be,, 1] = {Z b€k + 01, 61] = —b1e1 + Y bireria,
k=1 k=2

D(eg) = [beweg |:Z by K€k + dox, 62:| = —b27163.
k=1

By multiplication of algebra S,,11(1,0) for all 3 < i < n we obtain:
D(e;) = D([ei—1,e1]) = [D(ei—1),e1] + [ei—1,D(e1)] = —(i — 2)d1e; — ba,1€i41.

Let D(z) = Zblk—l-éx

Consider the following:

D([e1,2]) = [D(e1), 2] + [e1, D(z)] = (6 — 61 €1+Z k—1)b1k = bak)er+i

n—1

On the other hand D([e1,z]) = D(e1) = —d1e1 + Y b1 gexr+1. Comparing coefficients we have:
k=2
51 = 07
bw,Z = 07

bej = —2)b1;, 3<j<n—L

Hence D(x) = by 1e1 + nz_:l(k —2)b1 ker + by nen.
Now consider =
0= D([ez,2]) = [D(e2), 2] + [e2, D(ea)] = (—b2,1 + ba1)es
From this we get b, 1 = b2 1. Then

n—1

D(er) = —dres + Y bukeria,
k=2
D(ez) = —ba €3,

D(e;) = —(i — 2)01e; — by 1€i41,
n—1

D(x) =baer + > (k — 2)by ek + bynen.
k=3

n n—1
For every element y = > y;e;+yn+12 € g we take element b = (by1+0d1)e1+ Y b1 kep+bznen € g
i=1 k=2

such that D(y) = ady(y), and this means that almost inner derivations D is inner.

Case 2. Let g = Sp41(1,n — 2). Analogously as Case 1 we have

n—1

ada(el a 61 [ E a;e; + azx, 61:| = —aze| + E a;€i41,

=2

adq(ej) = la, e;] = [Zalez + a7, ej} =—(n+i—4)age; —arej1, 2<j<n,

ady(z) = [a, 7 {Z a;e; + azx, x] =aie1 + Z n+k—4)agey

=1 k=2
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and

n—1
D(e1) = [be,,e1] = {Zh K€k + N, 61} = —yie1+ Y bigers,
k=1 k=2

D(ez) = [be,, e2] = {sz ke + 727, 62} = —(n — 2)y2e2 — ba 163,
k=1
i) = D([ei—1,e1]) = —((i = 2)m1 + (n = 2)y2)ei — bz 1eip1, 3<i<n

S
ﬂl

n

Let D(x) = E ok + 0zz. Consider the following

n—1
D([ex,z]) = [D(e1),z] + [e1, D(@)] = (va = m)er + 3 (4 k = 3)b1 s — ba)ert1.
k=2
n—1
On the other hand D([e1,z]) = D(e1) = —v1e1 + Y. b1 kexr+1. From this we have
k=2

z =0
{ bmk:(n+k—4)b1k, 2<k<n—1

Hence D(z) = by 161 + Z (n+k —4)b1 kek + by nen.
Consider the next equahty
(n = 2)(=(n—2)y2e2 —bares) = D([ez, z]) = [D(ez, )] + [ea, D(z)] =
= —(n—2)*y3ea + (bey — (n — 1)ba1)es
From this we get

(n—2)%72 = (n—2)%y _ = 0,n #2
by —(n—1)bg1 =—(n—2)ba1 by =ba1

n—1
Hence D(x) = bo 161 + E (n+k —4)by keg + by nen.

For every element y = Z Yi€i + Ynt12 € g we take element b = by 11 + Z b1,xek + bz nen +
1=1 =
(714 72)x € g such that D(y) = ady(y), and this means that almost inner der1vat1ons D is inner.

Case 3. Let g = Sp+1(1,3). Similar as Case 1 we get
n n—1
adq(e1) = la, e1] = {Zaiei +a., 61} = —agzey + Z AiCit1,
i=1 i=2
n
ada(e;) = [a, €] [Zazez + az 7, ey] =—(j —2+Base; —arejy1, 2<j<n

i=1

ad,(z) = [a, z] [ a;e; + a,x, m] =aier + Z — 24 Bagey
1

= k=2

and

n—1
D(e1) = [be,, 1] = {Zh Kek + N, 61} = —me1+ Y birerir.

k=1 k=2
n

D(ez) = [be,, €2] = |:Zb2,kek +V2$762} = —72ez2 — bz €3,
k=1
D(e;) =D([ei—1,e1]) =[D(ei-1),e1]+[ei—1, D(e1)] =—((i — 2)n1+Br2)ei— bz 1eir1, 3 < i < n.
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Let D(z) = ) by x + 6z2. Now we check the conditions of derivation:
-1
From D([e1,z]) we have

’szoy
bI7k=(k—1+ﬁ)b17k, 2<k<n—-1.

n—1
From D([e2, z]) we obtain b, 1 = by 1. Hence D(x) =ba1e1 + Y. (k— 14 B)by ker + by nen.
k

=2

n n—1
For every element y = > y;e; + yny12 € g we take element b = by 1e1 + Y by ger + by nepn +
k=2

i=1 =

(71 +72)x € g such that D(y) = ady(y), and this means that almost inner derivations D is inner.
For the remaining algebras S,y1.2, Snt1.3, Snt1,4(s,...,a,—1) is proved in a similar way.

O

6. Almost inner derivations of solvable Leibniz
algebra whose nilradical is null filiform algebra

Recall the definition of null-filiform Leibniz algebras.

Definition 6.1 ([5]). An n-dimensional Leibniz algebra is said to be null-filiform if dim L =
n+l—1, 1<i<n+1

Theorem 6.1 ([5]). An arbitrary n-dimensional null-filiform Leibniz algebra is isomorphic to
the algebra:
NFnZ [ei,el]zeiﬂ, 1<Z<’I’L—17

where {e1,ea,...,e,} is a basis of the algebra NF,,.

From this theorem it is easy to see that a nilpotent Leibniz algebra is null-filiform if and only
if it is a one-generated algebra. Note that this notion has no sense in Lie algebras case, because
they are at least two-generated.

We present the following well-known results that we will use to study the main result.

Theorem 6.2 ([11]). Let R be a solvable Leibniz algebra whose nilradical is NF,,. Then there
exists a basis {ey,ea,...,en,x} of the algebra R such that the multiplication table of R with
respect to this basis has the following form:

leise1] =eip1, 1<i<n-—1,
[xael] = €1, (7)

[e;,x] = —ie;, 1< i< n.

Theorem 6.3 ([11]). Let R be a solvable Leibniz algebra such that R = NF, ® NFs 4+ Q, where
NF, ®NF; is the nilradical of R and dim @ = 1. Let us assume that {e1,ea,... ek} is a basis of
NFy, {f1,f2,---, [s} is a basis of NFs and {x} is a basis of Q. Then the algebra R is isomorphic
to one of the following pairwise non-isomorphic algebras:

lei,e1] =eir1, 1<i<k-—1, [fi,f1]= fis1, 1<e<s—1,

R(a) : [1’761]:61’ [Ivfl]:aflv O‘#Oa (8)
lei, x] = —ie;, 1< i<k, [fi,z] = —iaf;, 1<i<s.
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leiser] =eip1, 1<i<k—1,
[fis fil = firn, 1<i<s—1,
[z, e1] = ex,
R(ﬁ?aﬁ(?n“'yﬂsa’y) : S ) (9)
[fisa] = > Bj—itafj, 1<i<s,
j=i1

[€i7x] = —7:61', 1 g 7 < k,
[z, z] =~ fs.

in the second family of algebras the first non-zero element of the set (B2, fs,...,0Bs,7) can be

assumed equal to 1.

Theorem 6.4 ([11]). Let L be a solvable Leibniz algebra such that L = NF,, ® NF,, ® ... ®
NFnS+Q, where NF,,, ® NF,, ® --- ® NF,, is nilradical of L and dim@ = 1. There exists
p,q € N with p # 0 and p+ q = s, a basis {eﬁ,eé,...,e;i} of NF,,, for 1 < i < p, a basis
{fE 5, ... fE Y of NFyyy, for 1 < k < g, and a basis {z} of Q such that the multiplication
table of the algebra is given by

[ez’,e{1:e{+1,1<z‘< =L R = R 1<i < — 1,
e, el] = 8¢, & 0, Z Br—isrfms 1<i <y,

RP#I m= z+1 (10)
el 2] = —id’el, 1 <i<ny, | vafnm

6.1. Almost inner derivations of solvable Leibniz algebra whose
nilradical is NF,,

In the subsection consider almost inner derivations on solvable Leibniz algebra whose nilrad-
ical is NF,,.

Let L solvable Leibniz algebra whose nilradical is N F,, with multiplication the form (7). Then
we have the next is one of the main results in this section.

Theorem 6.5. Let L solvable Leibniz algebra with nilradical NF,,. Then any almost inner
derivations solvable Leibniz algebra L is inner

Proof. The solvable algebra L is a two-generated algebra, i.e. generated by e;, z. Let D €
AID(L). Then, by the definition of almost inner derivation, for basis e; there exists b., such
that D(e1) = Ry, . Let D" € AID(L) and let D" = D — Ry, , then we get D’(e1) = 0. Then by
multiplication (7) we have

D’(ei) = D’([ei_l,eﬂ) = [D’(ei_l),eﬂ + [ei_l,D’(el)] =0, 2<7<n.

n
Let D'(x) = Y a;e; + any12. Consider

i=1
n
0 = D) =D(fa,er]) = [D/(w)ser] + [, D' (er)] = {Z " M} -
i=1
= Qap41€1 +a1€2 +agez + -+ an_1€n.
Hence we have
ap=ay=:"=ap 1=041 =0

and D'(z) = anen.
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On the other hand by definition of almost inner derivations for basis x exists £, € L, such
that D'(x) = [,&,]. Further

Ap€n = D/((E) = [xagz] = [m7§z,lel + 61,262 + -+ é-x,nen + gm,n+1x] = gm,lel'

Hence we get a, = &;1 = 0. Then D’(x) = 0. L

6.2. Almost inner derivations of solvable Leibniz algebra whose nilrad-
ical is NF, ® NF,

In this subsection consider almost inner derivations on solvable Leibniz algebra whose nil-
radical is NF, & NFs. Let £ = R(«) first solvable Leibniz algebra in Theorem 6.2 with table

multiplication (8). Then we get the following results. The following theorem is one the results
in this section.

Theorem 6.6. Let L = R(«) solvable Leibniz algebra with nilradical NFy, & NF;. Then any
almost inner derivation solvable Leibniz algebra L is inner.

Proof. The solvable algebra L is a three-generated algebra, i.e.generated by ey, f1,z. Let D €
AID(L). Then, by the definition of almost inner derivation, for element e; there exists b., such
that D(e1) = Ry, . Let D' € AID(L) and let D" = D — Ry, , then we get D’(e1) = 0. Then by
multiplication (8) we have

D'(e;) = D'([ei-1,e1]) = [D'(ei—1,e1)] + [es—1, D'(e1)] = 0, 2< i<k

k s
Let D'(z) = )" €zi€; + > ¢ajfj + azz. Consider
i=1 j=1

k s
0 = D'(z)=D'([z,e1]) = [D'(z),e1] = [Zemei + Z@cjfj + axx,el] =
i=1 j=1
= age1 t+ €z 162+ €x2€3+ ...+ €z 1€k
We have
€x,1 = = €pk—1 = Qg = 0.

Hence D'(x) = €z kex+ Y ¢,;f;. By definition AID (Almost Inner Derivation) for basis = exists
j=1
the element b, € £ such that D’(x) = [z,b,]. Then we obtain

S
€xker+ Y bajfi = D'(x) = [2,ba] =[x, €0, 161 + Gb, 1 f1] = €1, 161 + Ay, 1 f1.
j=1

Hence
€, =€z =0

d):v,l = a(bbz,l
Gz =0, 2<j<s

Then D/([E) = ¢x,1fl-
k s
Let D'(f1) = > €5, iei+ Y 04, fj +apx. By definition AID for basis fi exists the element
j=1

i=1

by, € £ such that

D'(f1) = [f1,b,] = [f1, by, 1.1 + avy, 7] = —ay, f1 + du, , for
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Comparing the coefficients at the basis elements we get

€r,i =0, 1<i<k

bp1 = —aay,

P2 =0Pf 1
¢5,;=0, 3<j<s
af1 =0

Hence D'(f1) = ¢ 1f1+ dp 2o
Consider the following:

1)
D'(f2)

D'([f1, fi]) = [D'(f1), il + [f1, D' (fr)] =
[Dr 11+ Op2fe, fil + [f1, 00001 + by 2fa] =
= 205 1f2+ bp 2f3.

On other hand by definition AID for basis fo exists by, such that
205, 1f2 + 5 2f3 = D'(f2) = [f2,b5,] = [f2, vy, 1 f1 + avy 2] = —20ap,, fo + db,, 1 f3-

From here we get
¢f171 = —QQypy, , ¢f1,2 = ¢bf2,l- (11)
2)

D'(fs) = D'([f2, f1]) = [D'(f2), fi] + [f2, D'(f1)] =
= [2¢pafo+opofs il 1 f.0p1f1+0p2f] =
= 3¢ .1f3+ ¢5 2f1

On other hand by definition AID for f3 exists by, such that

305 1f3 4+ ¢p2fs = D'(f3) = [f3,b5,] = [f3, Pvy, 1 f1 + aby 2] = —3aap,, fs+ db,, 1 fa-
From here we have
Ppa =~y , Pp2= by (12)
Continuing this process we obtain
D'(f;) = D'([fi-1, i) = josinfi + bpi2fjnr, 4<7<s
and by definition AID for 4 < j < s:
D'(fj) = f5,b5,] = —joay, fi + v, 1 fiv1,

and we have that
Ppa = —Qap, , g2 = Pb 1, 4<TSS

So, we have that b:= by =by, =--- =by,, 1 <j<s,ie.

D,(fj) = [fj?b]’ 1<j<s.

Let T € AID(L), then for basis f;, 1 < ¢ < s exists element b € £ such that T(f;) = [f;,b].
Since D’ = D — Ry, , then

D'(f1) = D(f1) = R, (f1) = [f1,8] = [f1.be,] = [f1,0] = [f1,0] = 0.
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Thus, according to the multiplication (8) for all 2 < i < s we have
D'(fi) = D'([fi-1. f]) = [D'(fi-1), fal + [fie1, D'(f1)] =
and D'(z) = ¢g.1f1.
Now from the following equality
0=aD'(fy) = D'([z, Ai]) = [D'(x), il = bz fa-
we get that ¢, 1 =0. Then D'(z) =0. O

Let £ = R(f2, 83, -.,s,7) solvable Leibniz algebra with product table (9). The following
result holds. The following theorem is one the results in this section.

Theorem 6.7. Let L = R(Bs,0s, ..., 0s,7) solvable Leibniz algebra with nilradical NFy, & N Fy.
Then any almost inner derivations solvable Leibniz algebra L is inner.

Proof. The solvable algebra L is a three-generated algebra, i.e. generated by ey, f1, x. Let
D € AID(L). Then, by the definition of almost inner derivation, for basis f; there exists by,
such that D(f1) = Ry, (f1). Let D' € AID(L) and let D' = D — Ry, , then we get D'(f1) = 0.
Then by multiplication (8) we have

D'(fi) = D'([fi-1, Ai]) = [D'(fi—1, )] + [fic1, D'(f1)] =0, 2<i<s.

Let D'(z) = > €gi€i + Y. ¢u,jfj + azx. By the definition of AID for basis x exists b, € £
i=1 j=1

such that
D'(z) = [x,by] = [@, €, 161 + ap,x] = €, 161 + ap, 7V fs,

and we have that

¢z,i =0, 1 i -1
¢z,s = Gp, Y
a; =0

Then D' (z) = €, 161 + usfs = 6b1,161 +ap, v fs-

Let D'(e;) = Z €eq i€ + Z Ge,jfj + ae,x. By the definition of AID for basis e; exists
=1 J_
element b., € £ such that

D'(e1) = [e1,be,] = [e1, €v, €1 + ap, 7] = —ay, €1+ €&

617
Comparing we get
661,1 = —ap

€e1,2 = ebe1 ,1

€,i=0, 3<i<k
¢€1,i:O7 1<Z<87
ae, =0
Then D'(e1) = €c, 161 + €¢, 262 = —ap, €1+ €y, 1e2. Further for all 2 < i < k we have
D'(e;) = D'([ei-1,e1]) = [D'(ei-1), e1] + [ei—1, D'(e1)] =

[(1 = 1)€e, 1€i—1 + €, 264, €1) + [€i—1,€c; 161 + €6, 2€2] =
= 1€¢,,16; t €¢; 2€i41.
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Hence D'(ej) = jec,1€j + €cy 2€j41, 1 < j < k. By the definition of AID for e; exists
elements b, such that

D'(ei) = [ei,bei] = [61',681.7161 + aeix] = —iaeiei + €e;,1€i4+1, 1 < ) < k.

661,1 = _aei
€ep,1 = €e;,1 .
From the last equality we obtain be, =be, = -+- =be, =: b, 1< i<k, ie. forany T € AID(L)

such that T'(e;) = [e;, 0], 1 <4 < k.
Since D' = D — Ry, , then

So, for all 1 <7 < k we have

D'(e1) = (D — Ry, )(e1) = D(ex) — Ry, (e1) = [e1,b] — [e1,bp,] = [e1,b] — [e1,b] = 0.
Hence D'(e;) =0, 2<i<k.
Now consider the following:

0= D/(el) = D’([x,el]) = [D/(x),el] = [Ex,lel + ¢z,sfsael] = €z,1€2.

From here we have €, 1 = 0. Hence D' (x) = ¢y s fs = ap,Vfs-
Consider the following cases.

Case 1. Let v = 0. Then D'(z) =0 and AID(L) = InDer(L).
Case 2. Let v # 0. Then by the definition of AID for e; + x exists be, +, € L such that

k s
D/(el + SL’) = [61 +, b€1+93] = |:€1 +, Z €er4a,iCi T Z ¢€1+!L’ij + a€1+mx} =
i=1 J=1
= (eel+x,1 - ael+w)el + €412 + a¢el+x,1f1-

On the other hand
ap,Vfs = D'(x) = D'(x) + D'(e1) = D'(e1 + x) = [e1 + &, be, 2]
Comparing the coefficients at the basic elements, we obtain the following

€er14x,1 = Qe+
€er+x,1 = 0

a¢61+z,1 =0
yay, =0

The last equation implies ap, = 0, hence D’ (x) = 0. O
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IlouTn BHEyTpenHue aud pepeHImpoBaHnsa HEKOTOPHIX aJaredop
Jleiitouuia

Tyyenbait K. Kypbanbaes

Kapakasmmakckuii rocy1apCTBeHHBIH yHIUBEPCUTET

Hyxyc, ¥Y36exucran

Nucruryr maremarnku umenn V. Pomanosckoro AH ¥Y36ekucrana
Tamxkent, Y30ekucran

AnsoTauusa. Hacrosiast pabora MocBsiIeHa HoITH BHY TPeHHUM JuddepeHIInpPOBAHUIM TOHKUX U Pa3-
permuMbix ajarebp Jleiibauia. A UMEHHO MBI pacCcMaTpUBaeM TOHKYIO ajarebpy Jlu, paspermumyto aarebpy
JIun ¢ HUIBPAIUKAIOM €CTECTBEHHON IpaynpoBaHHON dbuandopMHON anarebpoit JIu, HarypaabHyO rpa-
JIYyUPOBAHHYIO TOHKYIO ajredpy Jleiibnuiia, TOHKyIO HeJNEBCKyI0 aaredbpy JleitbHuma u paspenuMmyio
asrebpy JleiibHua ¢ HUIbPAIUKAJIOM HyIb-purdopMHas airedbpa. JlokazaHo, 4To JF0ObIE TOYTH BHYT-
pennne 1udGEPEHITMPOBAHNS BCEX ITUX AJITeOD SIBISIOTCS BHYTPEHHUMU TUMDEPEHITNPOBAHUSIMUA.

KuaroueBsbie ciioBa: asrebpa Jlu, airebpa Jleitbuuia, paspemmmasi aaredpa, HUJIbPaIUKaJ, TOHKAs aJl-
rebpa JIu, Toukas anrebpa Jleitbuuna, muddepeHupoBatusi, BHyTpeHHUE ThdepeHITnPOBAHNS, TTOUTH
BHyTpeHHue nuddepeHnupoBaHus.
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Abstract. A new mathematical model is proposed to describe the spatial static state of a cholesteric
liquid crystal. The model is constructed with the assumption of elastic resistance of a liquid crystal
under weak mechanical action or under disturbance of electric field. Along with rotational degrees of
freedom displacements of the centres of mass of the liquid crystal molecules relative to initial positions
are taken into account. Using numerical calculations, the effect of deformation of cholesteric spirals in a
thin layer under the action of electric field of a capacitor is analysed.
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Introduction

It is common to divide natural and artificial liquid crystals into three classes. These classes
include nematics, smectics and cholesterics. The centres of mass of molecules are randomly
distributed in space in nematics but the direction vectors of molecules lie in the same plane.
Smectics differ from nematics in a layered structure with abrupt/sharp boundaries of change
in the orientation of molecules when moving from layer to layer. Cholesterics have a helical
structure. The essential difference between these classes from the point of view of mathematical
modelling is that under certain assumptions regarding external actions, two-dimensional models
can be used to analyse nematics and smectics while two-dimensional models are not applicable
to cholesterics. To simulate the deformation of liquid crystals in the cholesteric phase under the
action of homogeneously distributed volumetric and surface forces and moments of forces it is
necessary to use three-dimensional equations.
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Cholesterics are structurally similar to nematics. The molecules in cholesterics are arranged
in thin layers in such a way that their long axes are parallel to each other, that is, a layer-by-layer
orientation order is observed. But the presence of asymmetric (chiral) atoms in the molecules
causes the molecules of the next layer to rotate through a small angle forming a helical structure
(see Fig. 1). If we move along the helix axis then after a certain number of layers the orientation
of the molecules becomes the same as in the first layer. Omne of the main characteristics of
a cholesteric liquid crystal (ChLC) is the pitch of the cholesteric helix py, i.e., the distance over
which liquid crystal molecules rotate in space by the angle 2 7. Another important characteristic
of a liquid crystal is the director (vector) 7 which determines the direction of the preferred
orientation of the long axes of LC molecules.

o>
\»
3
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Po| 7@

{L’
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Fig. 1. Packing of rod-shaped molecules in cholesterics (a) and spiral arrangement of director 72 (b)

The interaction of a cholesteric liquid crystal with bounding surfaces leads to the formation of
various structures depending on the boundary conditions and the ratio of the helix pitch and the
thickness of the drop or layer [1]. Various orientations of near-boundary molecules are provided
at the stage of preliminary preparation of liquid crystal with the help of special technological
processes. Orientation structures in cholesteric droplets and their optical textures were studied,
for example, in [2,3]. Oriented ChLCs have a wide area of practical application as highly sensitive
sensors based on colour changes, thermal indicators, reflectors, notch filters, polarizes and optical
rotators, lasers, microlenses, etc. Detailed information about the current state of researche on
physical properties of cholesteric liquid crystals and technical devices based on them can be found
in [4-6].

The theory of Eriksen—Leslie is used for mathematical modelling of liquid crystals (see, for
example, [7]). Tt is applicable for solving static and non-stationary problems without restrictions
on the flow structure. However, the complexity of non-linear equations of this theory is a sig-
nificant obstacle to the development and justification of methods and algorithms for numerical
implementation. Therefore, it is appropriate to apply approximate models that are based on
simplifying hypotheses to solve specific problems.

We develop one of the approaches to model the behaviour of liquid crystals under the action
of weak thermomechanical and electromagnetic perturbations. The model of acoustic approxi-
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mation for the description of dynamic processes in liquid crystals was proposed [8]. Algorithms
for numerical implementation of this model were developed and computations were performed for
the layer of nematic liquid crystal (NLC) under the action of inhomogeneous electric field [9,10].
Computational algorithms for solving two-dimensional static problems were described [11]. The
purpose of this paper is to create a simplified mathematical model of spatial deformation of a
liquid crystal that is suitable for describing the cholesteric phase.

1. Mathematical model

The distribution of director in the liquid crystal relative to the Cartesian coordinate system
1, %2, x3 with basis vectors €1, €5, €3 is given by a field of normals with orientation angles 6
and :

7= cosfcosty e + sinf cos és + sinyes.

In the initial state of the ChLC layer ¢» = 9y and § = Afx3/h that corresponds to helical
structure with a given helix twist angle A8 over the layer thickness h (19 = 0 in Fig. 2).
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Fig. 2. Kinematic scheme of the rotational motion of director

Deformation caused by inhomogeneous external action at the boundary or inside the layer
can lead to arbitrary change in both angles 8 and 1. Wherein a spatial stress-strain state
is realized that is described on the basis of simplified equations of the Cosserat continuum
under the assumption on hydrostatic state of a medium in the liquid phase. In this case, the
stress tensor is represented by the components o, = —pd;i + Tk, where p is the hydrostatic
pressure, Tj, = — Tx; are the components of antisymmetric tensor of tangential stresses, d;4 is the
Kronecker delta. Tangential stresses in a medium are due to the rotational degrees of freedom of
the particles. In addition to tangential stresses the rotation of particles leads to the occurrence
of couple stresses p;; which are the components of asymmetric tensor. Differential equations of
equilibrium for an element of the medium take the following form

8p aTjk aﬂjk
- _ = ik i = — g 1
Ox, O Jies Ox; + ik Tij M (1)

Here fi, m my, are the projections of vectors of external body force and moment of force, €;;;, is the
Levi—Civita symbol. Einstein’s summation rule over repeated indices is accepted. Everywhere
below the commonly accepted notations and operations of tensor analysis are used.

The governing equations of the model are obtained using the Castigliano variational prin-
ciple. According to this principle the actual equilibrium state of the medium minimizes the
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potential energy integral on the set of admissible states that satisfies equilibrium equations (1)
and boundary conditions in stresses. These conditions are

—puk+vjTi =0 on Sy, viljk =y on S, (2)

where S, and S, are the parts of boundary S of domain V (layer, in a particular case), vy are
projections of the outer normal vector to the boundary, 02 and ,u% are the surface stresses given
on S, and S,. The energy integral takes the form

J = ;/‘/<ip2 + éTjijk-l- iujk/ijk)dv—i—/ uf) (pve — vy k) dS—/ wy v ik dS .
Here k, o and « are phenomenological parameters of the medium: x is the bulk compression
modulus, « is the modulus of elastic resistance to relative rotation of particles, v is the modulus of
elastic resistance to curvature change; u? and w are the displacements and rotations of particles
that are set on the remaining parts of the boundary S, = S\ S, and S,, = S\S,, respectively.

The kinematic characteristics in the state of equilibrium (components of the displacement
vector and the rotation vector in the case of the Cosserat continuum) are the Lagrange multi-
pliers that corresponds to the constraints in the form of equilibrium equations. Therefore, the
Lagrangian in the problem of conditional minimization under consideration can be represented

dp 0Tk Ok
L = J — —_ J J 1] i j dV
—l—/‘/( “’“akar“’“ 8%_ + wg 3%- + Eijk Wi Tjk

Equating to zero the variation of Lagrangian d, L = 0, we obtain

1
/(p&p—ukaézg)d‘/—i—/ uguképdSzO.
1% K al'k Su

After applying Green’s formula, we have

1 0
/(p_i_zj'k)épdv—l—/ (ug—uk)yképdSzo.
14 S

K oxy, .

as follows

Since variation dp is arbitrary we obtain equation and boundary condition

ou
p:_ﬂﬁix:’ (uk—ug)ukzo on S,. (3)

Similarly, the equality d,,, L = 0 implies that
1 0
/ ( Tik — AL Eijk wi)éTjk dV + / (wr, — uf)) v 07 dS = 0.
1% o 8xj Su

Hence, taking into account boundary condition (3) and the antisymmetry of variation 67, =
= — 07y, the following equations and boundary condition are obtained

o (Oup,  Ou;
Tjk:Q((al‘j_ﬁaj;i_2€ijkwi>’ uk:ug on Su (4)

The equality d,,, L = 0 leads to equations and boundary condition

Bwk
Mjk:fy?.%‘j’ wp =w), on S (5)
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With an appropriate choice of phenomenological parameters of the medium system of equa-
tions and boundary conditions (1)—(5) is a closed mathematical model of the spatial deformation
of the liquid crystal. To reduce it to a compact vector form the antisymmetric tangential stress
tensor

0 —To1 T3
To1 0 —732 |,
—T13 T3 0
is identified with the pseudovector
- X - - — -
T" =T32€1 + T13€2 + To1 €3 = — €4k Tjk € -
_ X > X = X = = — X
Then 7, = — €417, VjTjk€k = —Eijk V5 T; €k = Eijk Vj Ty € = U X T,
aTjk o aTiX N 87’,? N % R Buk N
76k—7€ijk76k:€ijk76i:v><7' y qu:sijk—ei.
8xj 8.’17j 6.’17j 8.’17j

Using these relations, differential equations included in (1)—(5) are transformed to the following
form 1
Vp—VXx7*=f, p=—rkV-u, sza(w’—Vxﬁ),
2 (6)
—-V.-p+27%=m, p=yV.
Boundary conditions for displacements and rotation angles obtained from the Castigliano varia-
tional principle have the following vector form
i=u" on S,, w=w" on S,. (7)
Boundary conditions (2) for stresses and couple stresses are as follows

on S, vop=pi" on S,. (8)
Equations (6) with boundary conditions (7), (8) can be used to model the deformation of liquid
crystal occupying an arbitrary domain under sufficiently general external actions of mechanical,
temperature or electromagnetic fields inside the domain and on its boundary.
Let us consider the case of a non-magnetic liquid crystal (dielectric) when the bulk forces and
moments of forces are caused by the action of an inhomogeneous electric field.

2. The action of electric field

The inhomogeneity of electric field is directly connected with the previously unknown ori-
entation of LC molecules in a deformed state. Orientation, in its turn, depends on the electric
field direction. The electric field E is defined in terms of the spatial distribution of the electric
potential ¢: E = —V. In the absence of bulk electric charges inside domain V, the equation
for the potential takes the form:

V-D=0, D=¢-E = V-(e-Vyp)=0. (9)
Here D is the electric induction vector, € is the dielectric permittivity tensor. It is defined as

e=ctIT+Aeii i,
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where ¢l and et are permittivities along and across molecules, respectively, I is the unit tensor,
Ae =¢ll — ¢t

The spatial distribution of the director 77 depends on the electric field indirectly through the
molecular rotation vector w. When rotating through an infinitesimal angle, one can write

=" +wxn’ (10)

This relation has a simple geometric interpretation (see Fig. 2). The projection w,, = -7 ° of the
rotation vector onto the initial direction of the director describes the rotation of a medium around
the 70 axis. Such rotation has no effect on the distribution of mechanical stresses and electric
field since individual LC molecules are represented as rectilinear rigid needles of nanoscale length

with negligible thickness. Vector @ —w,, 7 is orthogonal to the direction 7 ° and it describes the
rotation of director from the initial position to the current one. Therefore, @ — w, 7° = 7° x 7.

It is consistent with relation (10):

A9 x =1 %%+ 7" x (u’)’xﬁ'o) :u")'(ﬁo-ﬁo) — *O(ﬁowﬁ) =0 — w, 7.

For finite rotations relation (10) is not applicable because condition 72 = 1 is violated. In this
case, T = R-1°, where R is the rotation tensor that is defined in terms of the unit vector of the
rotation axis

LW a'xi
=@ " i°xa
and the rotation angle ¢ as follows
0 —-a @
R=I+sn¢Q+(1-cos9)Q*, Q=| ¢ 0 -a
—¢ Q 0

If rotation occurs in the positive direction of vector @ then ¢ = |w@|. If rotation takes place in
the negative direction then ¢ = —||.

Contrary to traditional mathematical models of LC deformation in this model the director
77, which is required to calculate the dielectric permittivity tensor, does not belong to the main
required functions. It is determined using rotation vector « by relation (10) or by the more
precise relation @7 = R - i Y.

Let us note that differential equation (9) is not sufficient to uniquely define the electric
potential in V since the electric potential must be determined in the entire space including the
exterior of V. If there are no bulk electric charges in the surrounding space and if it is filled
with air or other rarefied gas with dielectric permittivity close to unity then the potential in it
satisfies the Laplace equation VZp = 0. Moreover, it tends to zero at infinity. At the same time,
conditions for continuity of the electric potential and the component of the electric induction
vector normal to the interface are satisfied at the interface between the dielectric and the gas.
It is also necessary to add to equation (9) boundary conditions on boundary S or on its part
simulating the occurrence of non-zero electric field.

When potential is given the vector of bulk forces caused by the inhomogeneity of electric field
is determined as follows

f=(P-VYE, P=ecx E, x=¢-1I,
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where x is the dielectric susceptibility tensor, P is the polarization vector, g9 = 8.854-10712F /m
is the electrical constant. In expanded form it becomes

—

f:s()((sl71)V<p~V+A5(ﬁ~V<p)ﬁ~V)Vgp. (11)
To determine the vector of moment of bulk forces the following relation is used
m=PxE = m=eyAc(ii- V)it x Vo (12)

It follows from (11) and (12) that LC molecules are subjected to bulk moments of forces in
an arbitrary electric field, not excluding the case when field vector E is constant everywhere in
V', while bulk forces appear only with a non-uniform distribution of this vector.

3. One-dimensional problem

Let us consider LC layer of thickness h infinite in the plane x1, x5 between extended capacitor
plates. Initial distribution of molecular orientation angles inside the layer is known: 6y(x3) =
AOxs3/h, g = Yo(xs3). It corresponds to the cholesteric phase with the turn of spirals across
the layer at an angle Af. Molecules are reoriented when charges appear on the capacitor plates
under the action of electric field.

Components of the dielectric permittivity tensor e;; = et d;; + Aen;ny in the considered
Cartesian coordinate system are

1

e11 = e+ 4+ Ac cos? 0 cos 1, 12 = 5 Ae sin 26 cos® 1),
1

£99 = e + Ae sin? 6 cos? ¥, €93 = 3 Ace sinf sin 24,
1

£33 = el sin? ¢ + e+ cos? 1), €13 = 2 Ae cosf sin 2 .

In addition to reorientation, the layer is deformed under the action of electromagnetic forces.
Taking into account the symmetry of the problem, we have

E=-¢&, 13:—504,0/(51351+82352+(533—1)53), fi=/f=0, fy=¢eq(ezz—1)¢'¢",

and the prime denotes the derivative with respect to x3. The rotation of molecules is due to the
action of moments of forces. Non-zero projections of the vector of moments are

g0 Ae

go Ae
my — _ 0=
! 2

2

Vector m at each point of the layer is turned out to be directed perpendicular to the plane
passing through the director 77 and the axis x3. This follows from the equality to zero of the

(¢’)?sin @ sin 29 , my = (¢')? cos 6 sin 29 .

scalar products m - 7@ = m - €3 = 0. Thus, the reorientation of molecules occurs only due to the
change in angle ¢ while angle § = 6y(x3) remains unchanged.
The differential equations of equilibrium for the layer take the form

/ / X _ / X _
-p =f3, P31 — 27T = —my, pig — 2Ty = —mg.
Non-zero projections of the rotation vector are

wy = At sinf we = — At cosf (A =1 — ).
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Constitutive equations for pressure, moment stresses and tangential stresses are
— / _ / _ / X X
b= —kus, H31 =YWy, H32 = YWy, T =Wy, Ty = GWs.

They allow one to transform the equilibrium equations to the following system of equations for
displacement uz and rotation angle 1

kg = €o (e33 — 1) @', =27 (¢ =) +4a (i — o) = g0 Ae (¢')*sin2¢ . (13)

Equation (9) for the electric potential is integrated as follows

C
(e33¢) =0 = ¢ = -1
€33
The next condition is used to determine constant C;
h dxy .2 1.2
Cl/ — =Ayp (33 = ellsin? ¢ + et cos V), (14)
0o €33

where Ay is the difference of potentials on the capacitor plates.
After substituting expression for ¢’ and integrating the first equation (13), the system is
transformed into

1-2 n2(ho + A
nungeonT%JrCz, *Q’YAw//‘i’ZlO‘A?/):EOCEAgSHI(M;O# (15)
33 33

The boundary conditions Ay(0) = Ay(h) = 0 are added to the equation for the angle of
rotation. Such problem is solved numerically. The distribution ¥°(x3) = o(x3) is taken as
the initial distribution of angles. According to the given distribution ™ (x3), the approximate
value of constant C7 is calculated using (14). New approximation " *!(z3) is determined using
three-point sweep method based on the iterative algorithm

AP — 2 AYIH 4 Ayl - 5 o sin2(o; + AYT)
0 Al +4a APt =¢g9CF Ae (5,2

The process is stopped when the condition ||Ay" Tt — Ay™||/||Ay"|| < § is fulfilled, where ||A||

is a uniform difference norm, § is a given calculation error.

—2 (16)

After finding constant C using the trapezoid rule, potential ¢ is calculated from relation

3 d$3

p(r3) = Cl/ —.
h/2 €33

The equation for displacement is integrated numerically for boundary conditions of two types:
u3(0) = us(h) =0 and u3(0) =0, u4(h) = 0. In the first case, constant Cs is determined as

c? h1-2
CQ = £o 1 / £33 dl‘g,
0

2h €2,

and in the second case as

1 —2533
Cy=egC? — 7%
23,

I3:h
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When initial angle g = 0 is equal to zero equation (15) for the rotation angle describes
the Fréedericksz effect of the loss of equilibrium of LC molecules in electric field. As a result of
linearisation of the equation, the problem is reduced to the boundary value problem

YY" = (2ah*) — o Ae Ap®) b, (0) =4 (h) =0.

After substituting the solution ¢ = A sin wx3/h, where A is an arbitrary constant, we obtain the
formula for the difference of potentials at which the trivial solution becomes unstable

[m2y+2h%a
Apg = | ————. 17
¥o co Az (17)

In comparison with the classical formula for the Fréedericksz transition threshold, which takes
into account only moment interactions, it contains a correction accounting the resistance to
rotation of particles due to tangential stresses and it shows that such resistance prevents the loss
of stability.

Formula (17) is used for verification of the algorithm and program. According to the results of
computations of the liquid crystal with parameters ell = 16.7, e+ =7, a = 2.45Pa, v = 6-107 12N
and x = 3.12 GPa the value of potential difference Ap = 1.27V is obtained which is close to the
threshold value corresponding to the transition of the layer into unstable state. At smaller values
of Ay the orientation of molecules calculated by scheme (16) with 19 = 0 remains unchanged
and ¢ = 0. The electric potential is distributed linearly over the layer: ¢ = (x3/h — 0.5) Agp.
For larger values of the difference of potentials the transition occurs from initial unstable state
to a stable one which is characterized by inhomogeneous distribution of angle 1 and non-linear
distribution of potential ¢ over the layer. There are two stable states that differ in the sign of
the molecular orientation angle. The positive or negative sign is realized in computations. It
depends on the small perturbation of the initial angle 1.

Let us note that the sequence of approximations of the orientation angle in the numerical
implementation of scheme (16) is rapidly converges (number of iterations is about 10) if the
resulting value of angle v at the layer centre is away from 90°, i.e., differs from the orientation
angle of the electric field. When the value of angle ¢ approaches 90° the convergence of the iter-
ative process slows down with the transition to the divergent regime. In addition, the expansion
of non-linear right-hand side (16) according to the Newton method does not allow one to expand
the range of admissible setting of potential difference Ay in which the approximations converge
but, on the contrary, leads to a significant narrowing this range.

4. Numerical results

The results of computations for the layer of thickness A = 4 um with potential difference
Ap = 1.28 V (it is close to the threshold value) are shown in Figs. 3—6. The curves of red, green,
blue and violet colours in Fig. 3 demonstrate diagrams of the distribution of the orientation angle
over the layer for initial values ¥y ~ 0, ¥y = 5°, 10° and 15°. Deviations of potential from the
linear distribution dp(x3) = @(z3) — (z3/h — 0.5) Ap corresponding to these values are shown
in Fig. 4. Results of computations demonstrate that potential distribution for small values of
initial angle v is close to linear distribution but it changes significantly with a slight change in
this parameter.

Figs. 5 and 6 show diagrams of strain distribution es3 = uj for two types of boundary
conditions on the sides of the layer (on capacitor plates). In both cases, the level of strains is
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T3, pm

Fig. 3. Distribution of the rotation angles of molecules over the LC layer
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Fig. 4. Deviation of the electric potential from linear distribution
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Fig. 5. Strain distribution over the LC layer for fixed sides

negligible (about 10~7 %) since the electric field in the problem under consideration is practically
uniform. Its inhomogeneity is determined by a slight change in the LC dielectric permittivity due
to relative rotation of molecules. Nevertheless, the following characteristic qualitative features
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Fig. 6. Strain distribution over the LC layer for free surface

can be noted. If both sides are fixed, the layer is stretched near boundaries and compressed in
the centre. Thus, the pitch of cholesteric helices of the liquid crystal is increased in comparison
with the initial pitch near capacitor plates, and it is decreased in the middle part of the layer.
Under the condition of a free surface, the layer is compressed everywhere but the pitch of helices
is decreased in the centre, and it remains practically the same as in the initial undeformed state
near the sides.

Results of computations presented in Fig. 7 correspond to the LC layer that consists of two
sublayers of equal thickness. The initial orientation angles are ¥y = 0 (in the lower sublayer)
and i1 = 5°,10°,15°,20° (in the upper sublayer). Considering results of computations, one can
see that jump in the orientation angle of molecules at the interface between sublayers after the
application of constant electric field remains the same as it was set in the initial state. This
follows directly from the analysis of equation (15) for the rotation angle. The right-hand side of
the equation is discontinuous function with discontinuity of the first kind at the interface between
sublayers.

80°
70°F 1
60" 1
50° 1
40°F .
30°F 1

20°F

T3, pm

Fig. 7. Distribution of the rotation angles of molecules over the LC layer consisting of two
sublayers

Performed computations demonstrate the applicability of the proposed mathematical model
for calculating liquid crystals of a layered smectic phase.
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Conclusion

To describe the static deformed state of the liquid crystal under the action of weak external
perturbations a simplified mathematical model is proposed. The liquid crystal is considered as
structurally inhomogeneous continuum with translational and rotational degrees of freedom of the
micro-structure particles (LC molecules). This model is applicable to the analysis of cholesteric
liquid crystals with spatial helical orientation of molecules. To demonstrate implementation of
the model the problem of deformation of a cholesteric liquid crystal layer in the electric field of
a capacitor was considered. The state of the liquid crystal in the vicinity of the Fréedericksz
transition was studied numerically. Distributions of the orientation angle, electric potential
and strain over the layer were obtained for various initial orientation angles. Analysis of the
results of computations demonstrates that predominant compression of cholesteric spirals under
the electric field action (its inhomogeneity over the layer is determined by the change in the
dielectric permittivity due to the rotation of molecules) occurs in the middle part of the ChLC
layer.

This work is supported by the Krasnoyarsk Mathematical Center and financed by the Ministry
of Science and Higher Education of the Russian Federation in the framework of the establish-
ment and development of regional Centers for Mathematics Research and Education (Agreement
no. 075-02-2023-912).
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MogaenupoBanue IeiiCTBUA JIEKTPUYIECKOro I10JIsd
Ha KNJKOKPUCTAJIIMYECKUI CJION XOJIECTEPUKA

Baagumup M. CagoBckuii

UNucruryT Berauciauresbuoro mogenuposanus CO PAH
Kpacuosipck, Poccuiickas @epeparims

Cubupckuii dheiepajbHbIil YHUBEPCUTET

Kpacnospck, Poccuiickas Penepanus

Oxkcana B. Camosckag

Npuna B. Cmosiexo

WNucruryT Beramcinresbaoro mogenunposanns CO PAH

Kpacnosipck, Poccuiickaa Peeparius

Amnnoranus. B pamkax mpezmnosoykennst 00 yIpyrom COIPOTHBIIEHUH XOJIECTEPUTIECKOT0 KUIKOIO KPH-
cTaJsIIa cjIa0bIM MEXaHUYEeCKUM BO3JENCTBUSIM MU BO3MYIIIEHUAM SJIEKTPUIECKUM II0JIEM CTPOUTCH HOBA
MaTeMaTHYecKasl MOJENb JJIsi ONNCAHUs IMPOCTPAHCTBEHHOIO CTATU4eCKOro cocrosuus. Hapsmay ¢ Bpa-
MATETbHBIMHU CTEIIEHSAME CBOOO/IBI YIUTHIBAIOTCS CMEIEHUS IIEHTPOB MACC MOJIEKYJI YKUIKOTO KPUCTAJLIA
OTHOCHTEJBbHO HAYAJBLHOTO HOJIoKeHHsI. C IIOMOINBIO JYHCJIEHHBIX PAcUYeTOB B 3ajade Il TOHKOTO CJIOSI
aHasm3nupyercs 3pdexT gedopManun X0JeCTEPUIECKUX CIIUPAJIe 0T 1eHCTBIEM JIEKTPUIECKOTO TOJISI

KOH/IEeHCaTOpa.

KuroyeBbie cjioBa: XOJE€CTEPUIECKUN YKUJIKUA KPUCTAJLI, CTATUKA, JIEKTPUIECKoe 1oJie, ahdexkt Ppe-

JePUKCa.
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Introduction

Let P(x,s) € R[z] (where 2 € R¥) be a polynomial with real coefficients s € RY. We consider
the trigonometric integral given by

T(s):/Qexp(iP(x,s))dm, (1)

where @ C R¥ is a compact set.

Problems related to such kind of integrals arise in mathematical physics (see [1]), harmonic
analysis (see [2-5]), analytic number theory (see [6-11]) and so on. Surely, the given references
are not complete.
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One of the well known problems related to the trigonometric integrals is the issue on conver-
gence of the special integral of the Tarry problem, which is given by the following:

= s)|Pds, wi = k.
0= [ IT@pds, with Q= [0, 2

The integral 6 arises as the coefficient of asymptotic representation for a number of integer
solutions of a Diophantine system [2,6,7]. Therefore, it is important to find a minimal value of
the parameter p, where the special integral is convergent, which is also essential in the Fourier
restriction problem in harmonic analysis [3].

Definition. A real number ~y is called to be a convergence exponent of the special integral if for
every p > ~ the integral (2) is convergent and for every p < v it is divergent. In other words
y=inf{p: T € L,(RN)}.

It should be noted that the convergence exponent essentially depends on the form of the
polynomials P(z,s). Thus the main problem can be formulated as:

Problem: Find the number .

This problem was considered by I. M. Vinogradov [11] in connection with the problems of
analytic number theory. He obtained an upper bound for the number 7 in the case k = 1. This
bound was improved in [10].

The exact value of v was indicated in [6] for the case k = 1. It is interesting to note that in
one-dimensional case depending on form of the polynomial P(z,s) the exact value of v can be
expressed by the sum of exponents of the non-trivial terms of the polynomial P(z, s). Moreover,
it was proved un upper bound for the number v in multidimensional cases.

It should be noted that, in [12] a lower bound was found for the number . Moreover, it was
found the number v provided that the coefficients of the polynomial vary in some subspace of
RYN. Similar problems were considered in the works [13,14,15].

In [7] a lower bound was obtained for v and also, it was investigated analogical problem for
more subtle object trigonometric sums in the case k = 2. In [7] and [9] a similar problem was
considered in the case k = 2. Moreover, in [7], it is shown that if P is a homogeneous quadratic
polynomial and k = 2, then v = 4 in the case when @ = [0,1]?, more precisely, the special
integral 6 is convergent if p > 4 and divergent if p < 4.

It was interesting to extend the results proved by L. G .Arkhipova, V. N. Chubarikov related
to trigonometric integrals to multidimensional case.

In this paper we study the problem in the classical setting. In other words, P is a quadratic
polynomial function and Q = [0, 1]* is the unit cube and also for the case when Q is a compact
domain. Analogical problem was considered by J. Makenhaupt [2], who obtain the number v in
the case when the polynomial P(z, s) satisfies some "non-degeneracy"” condition.

It should be noted that the condition of J. Makenhaupt does not hold for the general case
(see [2]). Actually, J. Mokenhaupt used an interesting approach. He computed the multidi-
mensional trigonometric integral, for which the amplitude function is the gauss function. Then
he be able to get the sharp value of the convergence exponent for some cases. It should be
noted that using the gauss functions to investigate behavior of oscillatory integrals goes back
to E.M. Stein [1]. We obtain the exact value of «, whenever P is a homogeneous polynomial of
degree two.

We use the idea of J. Makenhaupt and then we able to investigate the obtained integrals. We
observe that the integral over RY can be written as an iterated integral over the orbit of the
orthogonal group and then over the corresponding fundamental domain. It is interesting that the
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integrant in the trigonometric integrals with quadratic phase with special amplitude function,
more precisely gauss functions, is invariant under action of the orthogonal group. Thus, our
approach is natural in this case. Unfortunately, it seems such approach does not work for
trigonometric integrals with more general polynomial phase functions.

The paper is organized as follows in the next Section 1 we formulate our main results. In the
next Section 2 we give some auxiliary results on integrals. In particular, we obtain transformation
of the volume form under the natural action of the orthogonal group. Then we give a proof of
our main results in the next Section 3. Finally, we give some results related to two-dimensional
integrals in the last Section 4.

1. Formulation of the main results
Let P be the polynomial given by
Pz, Ab) = (Azx,x) + (b, x),

where A = (ajm) | is a symmetric k x k matrix with real entries, b := (b1, b, ...,b;) € R*

and (+,-) is the inner product of the corresponding vectors. Consider the trigonometric integral

k
l,m=

T(A,b) = /Rk' exp (1P(x, A,b))xo(x)dz,

where @) is a compact set and xg () is its characteristic function.
Consider the integral

0 — / IT(A, b)|Pdb da,
RN

where db = dbidby ... dby, and da =[]  daym.
1<I<m<k
The following is true:

Theorem 1.1. Let Q be a compact set, then the integral 8 converges, whenever p > 2k 4+ 2 and
if Q contains an interior point z° and there exists a line | passing through point £° such that
the boundary of the set {INQ} contains only a finite number of points, then the integral diverges
provided p < 2k + 2. In particular, if Q = [0,1]%, then v = 2k + 2.

1. The case when P is a homogeneous polynomial of the second order

Now suppose that P(x, A) = (Axz,x). In [9] it has been proved that if @ is a quadratic
polynomial in R2, then for p > 4 the 6 integral converges and when p < 4 the 6 integral diverges.
In this paper we extend those results to the case when Q is a polyhedron in R¥.

By polyhedron we mean a finite union of nondegenerate simplexes [5].

Theorem 1.2. If P(z,A) = (Az,x) and Q is a polyhedron, then for p > 2k the integral 0
converges. If Q = [0,1])%, then for p < 2k the integral 0 diverges.

Remark 1. In this case, we cannot apply the results of [3] as the corresponding set {z;z;}/';_;
is not a smooth surface.

Remark 2. Depending on the set ), the exponent p may be smaller than 2k. For example, if
k =2 and @ is a sufficiently small square centered at (1,1), then it can be proved that for p > 3
the integral 6 converges.
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2. Preliminaries

Consider the following integral
T (A,b) = / exp (1P(z, A,b) — (z,x))dx.
Rk‘,

It is easy to check that this integral, whose calculation details are given in [2], is absolutely and
uniformly converges with respect to the parameters A and b.

Lemma 2.1. The following equality holds

(T =iA)b.b)

Too (A, b) = (27) 2 (det(I — iA)) " 2exp (— : ),
where the square root is determined in the following way
(det(T —iA)) ™2 i= (1—iX) "3 - (1—idg) 2 ... (1—idg) "2,

with A1, ..., g being eigenvalues of A. The branch cut of the multiply-valued function 273 s
taken on the complex plane by cutting the negative part of the real axis and 172 = 1.

Lemma 2.1 is proved by reducing A to the diagonal form. Consequently, the calculation of
the integral is reduced to a one-dimensional integral and it is explicitly calculated (see. [1]).
Obviously, the following equations are satisfied:
on—1 p
((I —iA) "b,b)

(1 +A4%) 'b,b)p
T )

= exp(f 4 ),

exp (—

2y~ 1 )% (de 214
[ (AT by o rdetTe h
Rk

Let us introduce the following notation:
R
RN
k(k+2)

2
Proposition 1. The integral 0, converges when p > 2k + 2 and diverges when p < 2k + 2.

where N =

Due to Lemma 2.1, the proof of the Proposition 1 comes by studying the following integral

da
oo = c(p) / (det(T + A2)) 55 ¥

RN—k

where ¢(p) is some positive number.

As the determinant is an invariant of the orthogonal group, it is convenient to integrate it
first by the orbits of the orthogonal group and then by the quotient space, e.g. over fundamental
domain with respect to action of the orthogonal group.

Let M be the set of symmetric matrices with real entries and G = SOy, be a special subgroup
of orthogonal matrices. This group naturally acts in the space M as g(A) = g* Ag, where g€ SOy,
and Ae M.

—491 —



Isroil A.Ikromov... On the Convergence Exponent of the Special Integral. ..

It is known that for any real symmetric matrix A, there exists g€ G such that
g(A) = diag(A1, ..., A\x), where diag(A1,..., ;) is a diagonal matrix with diagonal elements
A1,...,Ak. In other words for any matrix A there exists g€ G such that A = gtAg, where
A =diag(A1,..., ). Hence it is possible to define a surjective smooth map

d:RFxG—M

which is defined by the formula ®(A, g) = g'Ag.
Let da = daqiA ... Aday, be the standard volume form in the space M. We can define the
image of this form under the map ®, denoted by ®*dac AN ~*(R¥x SO},).

Lemma 2.2. The following equality holds

o'da= J[ Am—N)dMA.. Ad\Aw,

1<i<m<k
where w is the volume form on the orthogonal group SOy.

Lemma 2.2 can be proved by using the zero sets of the Jacobian of the map ®. Note that the

equality [ (Am — )2 = pa()) holds, where pa()) is the discriminant of the characteristic
1<i<m<k
polynomial of the matrix A.

By Lemma 2.1 the integral (3) can be rewritten as

da 1<zl_I <k|/\m_)\l|

St<ms
/ (det(I +A2) = ) I Q+2)T P A / -
RNk RE 1<k SOk

From the last equality, it follows that the convergence of the integral (3) comes from the inves-
tigation of the convergence of the following integral

[T A=Al
1<l<m<k
= = dMA ... Ndg.
/ I (A= ’
RF 1<I<k

Note that this integral converges when p > 2k 4 2 and diverges when p < 2k + 2 and this proves
the Proposition 1. O

3. Proofs of the main results

Proof of the Theorem 1.1. The upper bound for v follows from the main Theorem 1.1 of paper [3].
Consider the following subset Q(ay1) in RY~1:

I b aiay; 2bjay;
late| + |ars| + - + |awk] < cra11, —5 < — < ——, |a; — <o, | — I< cq,
2 an 4 ain
where [ = 2,...,n and ¢y, ¢y are sufficiently small fixed positive numbers and a1; > 1.

Lemma 3.1. There is a positive number ¢ such that, the following equality holds:

(Qa11)) = - afy,

for the Lebesque measure of p of the set Q(aq1).
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Proof. Consider the following maps:
gll(Aa bla ey bk) = aiy,

fl(Aabla"'7bk) = bl;

2b
€ (A, by, .. by) = by — 2L
aii
a11a14
glj(A’bl"'”bk):alj*&’
ail

i<l §1=2,3,... k.

Jacobian of this map is equal to +1.
Denote by Q(&11) the image of the map. Since the Jacobian is 1, then we have

1(Qa11)) = p(Q(é11))-

It is easy to verify that for the set Q(&;1) with

|2 |+ &3 |+ + [ & |[<er-an,

BRI
2 & 4’
1€ 1< &yl <ea, j<I, 41=23,..k
we have
p(Q2(én) = C‘ffl = c~a’f1.
Hence,

p(Qa11)) = c- afy.
O

Lemma 3.2. There exists a positive number L such that when a1 > L and (A,b)€ Q(a11) for
the integral T(A,b) the following asymptotic equality holds

T(A,b) = C(AL’ ) +0 (1> as ay;—+oo.
af a1

Moreover, there exists a positive number 6 such that for any (A,b)€ Q(a11), the following in-
equality holds:
|e(A,b)| > 6.

Proof. Lemma 3.2 is proved by the method of stationary phases. Note that for the sufficiently

small ¢q, co and for the sufficiently large L, the phase has oscillation only in the x; direction on

the set (A,b) € Q(a11). Consequently, for fixed values of zo, ..., x,€ [0,1], the non-degenerated

critical point x1(A4,b, xa,...,2,) lies in (0, 1). ]
Finally, for integral 8 we have the following lower bound:

0 >/ / IT(A,b)[Pdbda > 5c/ a7 % day,.
L Q(ai1) L

Thus, when p < 2k + 2 the last integral diverges, which proves the Theorem 1.1. m|
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Proof of the Theorem 1.2. We use the classical Young inequality.
Let f€ L,(R*) and g€ L,(R*) be arbitrary functions. The following inequality holds:

1f*gllz, <Ifllz,llgllz.

where fx*g is a convolution of the functions f and g. Moreover, constants 1<p, ¢, r<oo are related
by
1 1 1
—+l==-+-.
q p T

Let @ be a compact polyhedron in R* and

h(b):/ elx‘QXQ(x)efzm(b’I)dx.
Rk

Lemma 3.3. The following relation h€ L11o(R¥) holds true, where Li4o(R¥) := Mp=1L,(RF).

Proof. Note that, for any € > 0, Yo € L11<(R¥) (see. [4]). Then the statement of Lemma 2.1
easily follows from the Young’s inequality.
Now let us return to the proof of Theorem 1.2. According to the Plancherel theorem we have:

T(A):/ ei(Ax’I)dx:/ ei(Aw’m)XQ(x)dx:/ ei(A””’g”)_Iw‘QeWXQ(x)dac:/ f(A,b)g(b)db,

where f(A,b) = [ eiltAvm)—lel*=2mi®0) gy and G(b) = [ elol e=2mi(@) gy,
RF RF
Let ¢ > 1 be a fixed number. Then, using the Holder inequality, we have:

T < IFA e, @91z, @),

1 1
where — + — = 1.

According to Lemma 2.1 | we have

T(4)] < ="

(det(I + A2))* =24
. / D k .p 1 k
Thus, if p > 2k, then we can choose ¢ > 1 such that = — — > —. It follows that if = — — > —,
4 2q 2 4 2 2

then T € L,(R).
It remains to prove the sharpness of the result. Consider the following subset Q% (a;1) in

k(k+1
RN717 where N = %
a11015
air >0, laie| + |aws| + - + |awk| < cra11,  |ay; — TJ < cg,a1; <0
11
where [ < j=2,n, [ =2,...,n and ¢y, co are sufficiently small fixed positive numbers.

According to the Lemma 3.1 there exist positive numbers ¢; and ¢y such that the following
equality holds for the Lebesgue measure of Q% (aj1):

p(QF (an)) = c-afy . o
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Lemma 3.4. There exists a positive number L such that when a;; > L and (A,b)e Q(ay1) for
the integral T(A) the following asymptotic equality holds

A 1

T(A) = C(l) +0 (a

2 11
aj

) as ai1—-+o0.

Moreover, there exists a positive number § such that for any (A,b)e Q% (a11) the inequality
le(A)|>d>0
holds true.

Lemma 3.4 is proved by the method of stationary phases. Note that if do > 0 and §; < 0 are
fixed numbers then the following relation holds true
S2V/X
/ cosy?dy = c(81, 02, \)
LIRVAN

and there exist Ao, € > 0 such that the inequality ¢(d1, 2, \) = & > 0 holds for all A > A.
Indeed, we have the following relation

S2v/A
. ’ 9 V2T
lim cosy“dy = —.
A—+oo 2
LIRVON
Note that, for sufficiently small ¢1, c3 at A € Q% (a11) and for sufficiently large L, the phase has
oscillations only in the z; direction. Also, for fixed values x5, ..., x,€ [0, 1], the nondegenerate
critical point z1(A,b, xa,...,x,) lies inside (0, 1).
Finally, for the integral 8, we have the following lower bound:
9] [eS) kP _1
0> / / |T(A)Pda > 50/ ay; 2 daqs.
L Ja(an) L
Thus, the last integral diverges, whenever p < 2k. The Theorem 1.2 is proved. O

4. Two-dimensional case

Note that in the homogeneous case the results of [3] are not applicable. The proof of
Theorem 1.2 essentially uses the property Yo € Li4o(RF).

In Lebedev’s paper, it is given an example of the domain 9D € C''*, where w is the continuity
module of the gradient ¢ that locally defines 0D, such that Xo € Li40(R¥). Therefore, we can
assume that D is a compact domain with sufficiently smooth boundary.

The following is true

Theorem 4.1. Let D be a compact domain such that Xp € Ly(R?) and T(A) = [ 'A% dy,
D

2

Then T € Lp(R3) for p > 6 — =. Moreover, if Xp € L1,0(R?), then for any p > 4, the inclusion
q

T € L,(R3) is valid.

Remark 3. From the results given in [4] it follows that there exists a domain D other than a
polygon such that Yo € L140(R?).

Corollary 1. If D ¢ R? is a compact set such that 9D C C!, then for p > 4.5 the relation
T € L,(R?) holds.

- 495 —



Isroil A.Ikromov... On the Convergence Exponent of the Special Integral. ..

References

(1]

2]

13

4]

5]

[6]

7]

18]

19]

[10]

[11]

[12]

[13]

[14]

[15]

E.M.Stein, Harmonic Analysis: real-valued methods, orthogonality and Oscillatory Inte-
grals, Princeton, 1993.

G.Makenhaupt, Bounds in Lebesgue Spaces of Oscillatory Integral Operators, Habilitation-
sschift zur Erlangung der Lehrbefugnis im Fach Matematik der Gesamthochschule, Siegen,
1996.

J.-G.Bak, S.Lee, Restriction of the Fourier transform to a quadratic surface in R™, Mathe-
matische Zeitschrift, (2004), no. 247, 409-422. DOI: 10.1007,/s00209-003-0626-8

V.V.Lebedev, On the Fourier transform of the characteristic functions of domains with C*
boundary, Functional Analysis and Its Applications, 47(2013), no. 1, 27-37.
DOLI: 10.1007/s10688-013-0004-1

V.V.Lebedev, The dissertation on competition of a scientific degree of physical and math-
ematical sciences, Superposition operators in some spaces of the harmonic analyzer the
translator, Moscow, 2013.

G.I.Arkhipov, A.A.Karatsuba, V.N.Chubarikov, Theory of multiple trigonometric sums,
Moscow, Nauka, 1987 (in Russian).

L.G.Arkhipova, V.N.Chubarikov, On the exponents of the convergence of singular integrals
and singular series of a multivariate problem, Chebyshevskiy sbornik, 20(2019), no. 4, 46-57
(in Russian).

M.A.Chahkiev, Estimation of the convergence index of a singular integral Terry problems
for a homogeneous polynomial degree n of two variables, In: LXI International Scientific
Readings (in memory of A.N.Kolmogorov), International Scientific and Practical Conference,
2019, 18-21 (in Russian).

[.Sh.Jabbarov, Exponent of a special integral in the two-dimensional Tarry problem with
homogeneous of degree 2, Mathematical Notes, 105(2019), no. 3, 359-365.
DOLI: 10.1134/50001434619030064

Hua Loo-keng, 1952, On the number of solutions of Tarry’s problem, Acta Sci. Sinica, 1,
no. 1, 1-76.

I.M.Vinogradov, Method trigonometric sums in number theory, Moscow, Nauka, 1980
(in Russian).

[.A.Tkromov, On the convergence exponent of trigonometric integrals, Proceedings, MIRAN,
218(1997), 179-189.

A.Safarov, On the LP-bound for trigonometric integrals, Analysis mathematica, (2019),
no. 45, 153-176. DOI: 10.1007/s10476-018-0407-6

A .Safarov, About summation of oscillatory integrals with homogeneous polynomial of third
degree, Uzbek Mathematical journal, (2015), no 4, 108-117.

A.Safarov, On a problem of restriction of Fourier transform on a hypersurface, Russian
Mathematics, 63(2019), no. 4, 57-63. DOI: 10.3103/51066369X19040066

- 496 —



Isroil A.Ikromov... On the Convergence Exponent of the Special Integral . ..

O moka3zareyssX CXOANMOCTH OCODOTro MHTerpaJia IIpobJieMbl
Teppu 111 KBaJpaTUIHOIO MHOIOYJIEHA

Ucpoun A. NUkpomoB

MucTturyT Mmaremarukn nvmern B. V.PomanoBckoro
Axkaznemus Hayk PecnyGimku Y36ekucran
Camapkan, Y3bekucran

CaMmapKaH/ICKUH rOCy1apCTBEHHBII yHUBEPCUTET
Camapkan, Y3bekucran

Axb6ap P. Cadapos

V36eKCKO-(DUHCKAI IeIaroruIeCKuii HHCTUTYT
Camapkan, Y30ekuctan

CaMapKaHJICKUl IOCY1apCTBEHHBI yHUBEPCUTET
Camapran, ¥Y3bekucran

Axkman T. Abcanamos

CaMapKaH/ICKHI TOCY/IJaDCTBEHHBIN yHUBEPCUTET
Camapran, Y36ekucran

Amnnoranus. B crarbe paccmarpuBaercs npobsieMa CyMMUPYEMOCTH JJjIsi TPUTOHOMETPHYIECKUX HHTE-
I'PAJIOB € KBaIpaTu4HOi ¢dazoii. AHajOrmIHAs 33298 PACCMOTPEHA B paborax [7-9] B 4acTHBIX Cirydasix.
Hain pesymbraTsr 0000IaI0T Pe3yabTATH 9TUX PAOOT Ha KPATHBIE TPUTOHOMETPUYIECKIE MWHTETPAJIBI.

KurodyeBrle ciioBa: TPUTOHOMETPUYECKUN HHTErpaJ, SKCIIOHEHT, CyMMa, (a3a, MHOTOUJIEH.

- 497 —



Journal of Siberian Federal University. Mathematics & Physics 2023, 16(4), 498-505

EDN: UXILND
VIIK 517.5

On a Note on Apéry-like Series with an Application

Prathima Jayarama*

Department of Mathematics

Manipal Institute of Technology

Manipal Academy of Higher Education
Manipal-576104, India

Arjun Kumar Rathie'

Department of Mathematics

Vedant College of Engineering and Technology
(Rajasthan Technical University)

Bundi, Rajasthan, India

Received 15.04.2023, received in revised form 19.05.2023, accepted 24.06.2023

Abstract. The goal of this note is to use a hypergeometric series strategy to build many Apéry-like
series. As an application, we obtain several results due to Sherman.

Keywords: Apéry-like series, factorials, hypergeometric function, summation formulas, Gauss summa-
tion theorem, contiguous results, binomial coefficients, combinatorial sums.

Citation: J.Prathima, A.K. Rathie, On a Note on Apéry-like Series with an Application,
J. Sib. Fed. Univ. Math. Phys., 2023, 16(4), 498-505. EDN: UXILND.

1. Introduction and preliminaries

The following standard notations will be used throughout the paper:
N:={1,2,3,...} and Ny:=NuU{0}.

The generalized hypergeometric function with p numerator and q denominator parameters is
defined by [12, p. 73, Eqn.(2)]

ai, ag, ..., ap = (@) - (ap)n 2"
F, 1= —— PR 1
pma |: bl,bg,...,bq :| nZ:O (bl)n(bq)n n! ( )

where (a),, denotes the well-known Pochhammer’s symbol (or the shifted or the raised factorial
since (1), = n!) defined for any complex number a(# 0) by

(a)n_{a(a+1)...(a+n—1),n€N

B 1, n=20 @

Using the fundamental relation I'(a + 1) = aI'(a), (a), can be written in the form

(@), = -t 8

*prathima.amrutharaj@manipal.edu
tarjunkumarrathie@gmail.com
© Siberian Federal University. All rights reserved
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where I' is the well known Gamma function.

For more details about this function, and its convergence conditions (including absolute
convergence), we refer standard texts [12,14].

It’s worth noting that anytime a generalized hypergeometric function reduces to the gamma
function, the results are crucial from the standpoint of applications. Thus, classical summation
theorems like as those of Gauss, Gauss second, Kummer, and Bailey for the series o F}; Watson,
Dixon, Whipple, and Saalschiitz for the series 3F5, and others, are relevant.

During 1992-2011, the classical summation theorems listed above have been extended and
generalised to their most general form. For this we refer interesting research papers by Lavoie et
al. [6-8], Kim et al. [5] and Rakha and Rathie [13].

The following summation formula for the series o F; which can be obtained from a very general
summation formula established earlier by Rakha and Rathie [13, Theorem 2 (for i = 2), p. 828]
is required in our current inquiry.

a, b 1 1 a b 1
F ’ = =T ()T |z-4+=-—=
2 %(a—i—b—l)’Q} (2) <2+2 2)
The result (4) is seen to be closely related to the following well-known and useful Gauss’s second
summation theorem [12, p. 69, Ex. 2; 14, p. 243, Eqn. (II1.6)] viz.

{ a, b .1]:r<§>r<;+3+5>.
sla+b+1) 72 e+ Hrd+ )

fla+b-1) 2
L(5+3TG+3) TG

(4)

()

On the other hand, in 1979, Apéry [1] proved irrationality of ¢(3) and in the same manner, the
irrationality of {(2) by making use of the following well-known identities viz,

nl |)

500
52 2n'n3

and

Also, following Apéry’s proof, a large number of a similar series

= S
2 /= 2

which was commonly referred to as Apéry-like series have been studied by van der Poortan [11],
Leschiner [10], Lehmer [9], Zucker [16] and Borwein et al. [3]. Berndt and Joshi [2], in a review
of chapter 9 of Ramanujan’s second notebook have also recorded many of such similar formulas.
In addition to this, if we denote

Sk = Z E;‘B)!n’“ il (6)

n=0
then in the year 2000, Sherman [15] establishedthe results Sy for kK =0,1,2,...,10 given here in
the Tab. 1.
On the other hand, it is not difficult to see that
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Table 1. For S},

K 0 1 2 3 4 5 6
S g +2 | 7+3 %ﬁ +11 357” +55 | 1137 + 355 1737” 1 2807 167217” 126259

k 7 8 9 10

S | 902807+ 283623 w 434733315 w 447552791 | 2290933767+ 719718067

where {:f} denotes the well-known Sterling numbers of the second kind [4] written here in slightly

{5 Qe

Thus this note aims to offer closed expressions for Apéry-like series of the form

> (n!)32m
Z (2n)l(n — k)!

n=k

modified form as:

for k = 1,2,...,10 via a hypergeometric series approach. As an application, we recover the
above results of Apéry-like series obtained earlier by Sherman [15].

2. Main results

In this section, we shall establish the results asserted in the following theorem.

Theorem 2.1. For k € Ny, the following general result holds true.

2 (nh)32n b o [ k+3 2
— L =27 14 (k 4+ 1) + . (7)
; (2n)!(n — k)! r2(ik+1) T2(3k+3)

Proof. In order to establish the result (7) asserted in the Theorem 2.1, we proceed as follows.
Denoting the left hand side of (7) by Ay, we have

_ = (nh)32n
Ap=D, 2n)!(n — k)’

n==k
Replacing n by n+k, we have

B © ((n+k)!)3 on+k
Av=D (2n +2k)! 0!

n=0
T(n+k+1)

I'k+1)
(using (3)) and using Duplication formula for the gamma function

But it is easy to see that (n+ k) =T(n+k+1)=T(k+1) =Tk+1)(k+1),

I'(22) = 2% 1772 T(2)0 (z + ;) :

we see that
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(20 +2k)! = T(2n + 2k + 1) =
.1 1
- 22”+2kﬂ'_5F(n iy 5)F(n th+1)=
1 1 1
_ o2n+2k -3 - - .
=2 7r F(k—l— 2)F(k+ 1)(k—|— 2)n(k+ 1) (using(3)).

Thus we have after some algebra

Ay =

2—kw%r k+1 i (k+1)n k;+1)

n02nk+)

Summing up the series using (1), we have

27 Fral2(k 4+ 1) E+1, k+1 1
Ak:—12F1 1 i
r'k+3) k+3 2

We now observe that the o F} appearing can be evaluated with the help of the result (4) by
letting @ = b = k+ 1, and we easily arrive at the right hand side of (7). This completes the proof
of the result (7) asserted in the Theorem 2.1. O

3. Corollaries

In this section, we shall provide several interesting special cases of our main result asserted
in the Theorem 2.1 since

> (n!)32n = (n!)%2"
Akzgng ) (n—k+1). (8)

Fortunately, the results Ay for k= 0 and 1, we get the same results Ag = Sy and A} = 5
due to Sherma [15] recorded in Section 1. The results Ay for k = 2 to 10 are recorded in the
Tab. 2.

Table 2. For Ay

K 2 3 4 5 6
Ay 57” +8 | 97428 817” 1128 | 2257 +704 | 2227 4 4608
K 7 8 9 10
Ax | 110257 + 34560 187‘;25” 4294912 | 8930257 + 2801664 m + 29491200

Application of these results will be given in the next section.

4. Application

As an application of our newly obtained results given in section 3, in this section, we shall
obtain the results given in the table Sk.

(a) Derivation of the result Sy for k£ = 0.
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Denoting the left-hand side of the series given in (6) for K = 0 by Sy and converting the
factorials into the Pochhammer symbols, we have

— (1)
%= (s
Summing up the series we have

1 1 1
50=2F1[ ’% ;2]
This may be evaluated using the result (4) by letting a = b = 1, and we get the right-hand side
of (6) for k = 0 right away.
(b) Derivation of the result Sy for k = 1.
Denoting the left-hand side of the series given in (6) for &k = 1 by S, we have

o ()

n=1

Setting n = m + 1 and proceeding as above, we have

2. 2 1
51=2F1[ 3 ;2]

2
The result follows by using the result (4) by letting a = b = 2
(c) Derivation of the result Sy for k = 2.

Denoting the left-hand side of the series given in (6) for k = 2 by Ss, we have
o0
(n)? ,
=3 W on
|
— (2n)!
Expressing n? = n(n — 1) + n and separating into two series, we get

> n. 2
Sp=>_ E%?)! (n—1)y 2"

n=2

Finally, using the result given in the table Ay for k = 2 and Sy for kK = 1, we get at once the
right-hand side of Sy for k = 2.

In exactly the same manner, the results Sy for k = 3,4,...,10 can be proven on similar lines
by using the result (7) for £k = 3,4,...,10 and taking appropriate results of Ay given in the
tabular form in Section 3 together with the result S; given in the tabular form in Section 2. So
we left as an exercise to the interested reader.

5. Hypergeometric series representations of the result
given in the equations (7) and (8)

It is interesting to mention here that the results given in the equations (7) and (8) can also
be written in terms of generalized hypergeometric series. These are

1, 1 1] =
2F1{ 1 ']24—2 9)
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s I

ol%

10FY [
11F10
o

oI

[ 2

[2,2,2 _1} T

[2,2,2,2,2,2 .1] 1787
[2,2,2,2,2,2,2 .1} 167177

[2,2,2,2,2,2,2,2

”

[11, 11 1] 46189 (187535257r

2 1
. =] = 3
’2} T

)

— +11
3 )
3172

2

(2,222 1 357
y Sy &y o === 55
L 21,1 2} 5 T
[2,2,2,2.2 1
PSS 2 = 1137 + 355
31,1,1 ’2] T

—| = —— + 2807
5.1,1,1,1 72 5 T

3 )
31,1,1,1,1 72

+ 26259

1
.= | = 902807 + 283623
81,1,1,1,1,1 ’2} e

9ty s by by

= 434733315
5,1,1,1,1,1,1,1 2 +

2,2,2,2,2,2,2,2,2,2 1] _ 30273047x
3.1,1,1,1,1,1,1,1 2] 2
[2,2,2,2,2,2,2,2,2,2,2

5,1,1,1,1,1,1,1,1,1

[2,2,2,2,2,2,2,2,2 1] 2211181z
"2
2

+ 47552791

; ﬂ = 2290933767 + 719718067

3, 3 1] :3<57T+8)
g 2] 4\ 2
; 4 7; :1‘%(977-1-28)
57g 5 % :13922<8;77+128>
67121 6 ; — (2257 + 704)
7,123 7 ; _ & (2925” +4608>
87125 8 ; _ %(11025w+34560)
97127 9. ; _ 4:8;15 (187‘;25” 4 294912)
10,129 10 ;] _ %(8930257T+2801664)

+ 29491200)

~ 928972800 2
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Concluding remark

In this note we have established the closed expressions for the Apéry-like series of the form

(n!)3 2n *)
ot (2n)!(n — k)!
for k = 1,2,...,10 via a hypergeometric series approach. As an application, we obtained the

Apéry-like series of the form

> (n!)an on o
nZ_o (2n)! %)
for k =1,2,...,10 established earlier by Sherman [15].

We conclude this note by remarking that the results (*) and (**) in the most general forms
for k € Ny are under investigations and will form a part of the subsequent paper in this direction.

The authors are grateful to the Leading Editor and the learned referee for providing construc-
tive and encouraging comments which improved the presentation of the paper in a very nice and
compact form.
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Abstract. In this paper, we improve and generalize several results in fixed point theory to the b-metric
space. Where we confirm the existence of the fixed point for self mapping 7" satisfying some rational
contractive conditions. Over-more, we establish the uniqueness of the fixed point in some cases and
give dynamic information linking the fixed points between them in the other cases. Some illustrative
examples are furnished, which demonstrate the validity of the hypotheses.
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Introduction

The fixed point theory is an exceptional combination of analysis (pure and applied), topology
and geometry. This theory stems from purely mathematical thought, and herein lies the difficulty
of developing and expanding this field. On the other hand, we find that the application of
these theorems as tool to study of non-linear natural phenomena gave amazing results that
match reality in various fields that include biology, chemistry, economics, engineering, game
theory and physics, which increased its aesthetic and importance, for more detait we refer reader
to [10]. Despite the difficulty of purely mathematical study, the fixed point theory developed
rapidly because of its applications in diverse fields, especially after the emergence of Banach’s
contraction [6], which is a basic result on fixed points for contraction type mappings, it was
introduced by great Polish mathematician Stefan Banach in 1922. It has been generalized in
various directions. These generalizations are made either by using contractive conditions or
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by imposing some additional conditions on the ambient spaces for more detail see references
[3-5,13,19, 20,22, 27].

There exist various generalizations of usual metric spaces. One of them is b-metric space or
metric-type space. This concept was first introduced by Bakhtin [5].

The b-metric space has been studied topologically in many works, including: such as
S. Czerwik [9], N.Bourbaki [8] which confirmed the fundamental difference between it and the
metric space, for example the b-metric is not necessarily continuous unlike the metric distance.

In 1993, Czerwik [9] extended the results of metric spaces that generalized the famous Banach
contraction principle for b-metric space. Later, several authors extended the fixed point theorem
in b-metric space. For fixed point results and more examples in b-metric spaces, the readers may
refer to [1,2,7,9,11-18,21-26]. The aim of this paper is to present some fixed point results for
mappings satisfying generalized contractive condition in a b-metric space.

1. Preliminary

In this section, we look back on some famous notions and definition of the b-metric spaces
which will be used in the sequel.

Definition 1 ([9]). Let X be a nonempty set and let s > 1 be a given real number. A mapping
d: X xX — [0,400) is said to be a b-metric if, for all x,y,z € X, the following conditions hold:
(b1) d(x,y) =0 if and only if x = y;

(b2) d(x,y) = d(y,x);

(b3) d(z, )(< sld(z, y) + d(y, 2)].

The triple (X, d, s) is called a b-metric space with constant s > 1.

Remark 1. It is obvious from the above definition that the class of b-metric spaces is larger
than that of metric spaces, since a b-metric space is a metric space when s = 1 but the converse
18 not true.

Remark 2. In general, the b-metric is not usually continuous (see example 4 in [19]).

Definition 2 ([21]). Let (X,d) be a b-metric space. Then a sequence {x,} in X is called

(a) convergent if and only if there exists x € X such that liT d(xn,x) = 0 and in this case we
n——+0oo
write lim x, = x;
n—-+oo

(b) Cauchy if and only if lim  d(zn,xm) = 0.

n,m—-4oo

Before starting, we present the following simple lemma proven by A. Aghajani, M. Abbas and
J.R.Roshan [3] which has a fundamental role in proving our results.

Lemma 1 ([3]). Let (X,d,s) be a b-metric space such that s > 1 and {z,} be a convergent
sequence in X to x. Then for each y € X, we have

1
—d(z,y) < liminfd(z,,y) < limsupd(z,,y) < sd(z,y). (1)
s

n—+o0o n—-+oo

2. Results

Firstly, we state and prove our first theorem that generalize and improve the result of Kho-
jasteh et al [20].

=507 —



Besma Laouadi. .. Some New Fixed Point Results in b-metric Space with Rational. ..

Theorem 1. Let (X,d, s) be a complete b-metric space and let T be a self mapping in X. If there
exist five positive real number a,b,c, f, e € RY such that s?a < min{c, f} or s*b < min{c, f} and
forallz,y e X

d(z,T bd(y, T

= cd(z, Tx) + fd(y, Ty) + 6d(m7y). 2)

Then
1. T has at least one fized point © € X.

2. Every Picard sequence (T'xy)nen converges to a fized point.
3. If T has two distinct fized points &,y in X then d(z,y) > %.

a
Proof. Let (x,)nen be a Picard sequence(z,4+1 = Tx,) based on an arbitrary g € X. If there
exist an ng € N such that z,, = xp,+1 then, z,, is the fixed point of 7" and the proof is
completed. If z,, # x4 for all n € N, we follow the following steps:

Step 1: Let’s show that (2, )nen is a Cauchy sequence.
Case 1. If s?a < min{e, f}, by putting = x,,_1 and y = z,, in inequality (2), we find
ad(Tn—1,Tn+1)
cd(Tp—1,%n) + fd(xn, Tni1) +e
asd(xp—1,Tn) + asd(Tn, Tni1)
cd(Tp—1,2,) + fd(@pn, Tnie1) +e
asd(xn_1,Tyn) + asd(xy, Tpi1)

min{c; f} (d(xn,l, Tp) + d(xp, an)) +e

asd(Tp—1, ) + asd(xy, Trni1)

min{c; f}(d(wn_l,xn) + d(a:n,:nn+1)) +e

Since s?a < min{e, f}, then 0 < 6,, < = for all n € N, furthermore, the sequence (6, )nen is
s

d(xn7xn+1) < d(mn—lamn) <

d(xnflv xn) <

d(mn—h xn)-

for all n € N.

We denote that 8,, =

decreasing because for all n € N,

ase [d(mnH, ZTpta) — d(Tp_1, xn)]

[ min{c; f}(d(@n, Tni1) + d(@pg1, Tntz)) + €]
1

min{c; fH(d(¥n—1,2Zn) + d(Tn, Tny1)) + 6]

X

9n+1 - en

< 0.

T

On the other hand we have

d(l’n,$n+1) < ond(xn—hxn) <
g enen—ld(xn—% xn—l) g
< Onbp_1---b1d(xo, 21) <
< 0%d(zo,x1).

Now for all n, m € N such that m > n, we have

m—1

d(znaxm) < Z SiinJrld(miaxi-&-l) <

m—1
< s" "0 d (o, 1) <
591)” — (Sel)m 1
< X d(zg,x1).
1—s0, sn—1 (w0, 21)
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By passing to the limits n,m — 400 on a both side of previous inequality we get

lim  d(z,,zm,) =0. (3)

n,m—-+o0o
Then (z,,)nen is a Cauchy sequence in X.
Case 2. If s?b < min{c, f}, by putting * = z,, and y = x,,_; in inequality (2), we find
bd(l’n,h anrl)
cd(Tn, Tng1) + fd(rn—1,2,) +e

Similarly, as Case 1, we can deduce that (z,)nen is a Cauchy sequence in X.
Since the b-metric space (X, d, s) is complete, there exit & € X such that

d($n,$n+1) < d(zn—lyxn)-

lim =z, = .
n—-+oo

Step 2: We check that & is a fixed point of T
By putting x = &, y = z,, in inequality (2), we find

ad(Z, Tpt1) + bd(xy,, T)
cd(@,Tz) + fd(zy, Tny1) +e
By taking limit on both sides of (4), we have lim,,_, { o ©, = T%. Because of the uniqueness of
the limit, we find Tz = %.

Step 3: Suppose that T have two distinct fixed points &, ¢ in X and we find the distance between
them.

By putting = &, y = y in inequality (2), we find,
ad(&, ) + bd(y, &)
cd(z, &) + fd(y,9) +e

AT, xpe1) < d(z, zp). (4)

d(z,y) <

d(e,y) <

(0t D)) g,

Then d(&,7) > aé—;—b' This complete the proof of the theorem. O

Remark 3. If we takea=b=c= f=e=1 and s =1 in Theorem 1, we returne to results of
Khojasteh et al [20].

The following example support our Theorem 1.

Example 1. Let X = {0,1,2} andd : X x X — R defined by d(x,y) = (x—y)? for allz,y € X.
(X,d,2) is a complete b-metric space. Let T : X — X be a self mapping given by T(0) = 0,
T(1) =0 and T(2) = 2.
If x =y, the equation is obviously verified. Now, we treat the other cases.
If t=0andy =2,
d(0,2) < (d(0,2) + 5d(0,2))d(0,2).
If x=1andy=2,
d(1,2) 4 5d(0,2)

d(0,2) <
(0.2) 4d(1,0) + 1

d(1,0).

If x =2 andy =0,
d(0,2) < (d(0,2) + 5d(0,2))d(0,2).
If =2 andy =1,

d(0,2) + 5d(1,2)
4d(1,0) + 1
That mean that the equation (2) is verified with constants a =1, b=5,c=4,e=1 and f = 4.
Over more, all conditions of Theorem 1 was satisfied, then T has at least one fized point in X.

d(0,2) < d(1,0).

1
We remark that T has exactly two fized point 0,2, over more, d(0,2) > 5
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If we take s = 1 in Theorem 1, we get the following corollary.

Corollary 1. Let (X,d) be a complete metric space and let T be a self mapping in X. If there
exist five positive real number a,b,c, f, e € RT such that a < min{c, f} or b < min{c, f} and for
all z,y € X

ad(xz, Ty) + bd(y, Tx)

<
ATz, Ty) < cd(z, Tx) + fd(y, Ty) + e

d(z,y). (5)

Then
1. T has at least one fized point & € X.

2. Every Picard sequence (Tx,)nen converges to a fixed point.
e

at+b’

This example illustrates and supports Theorem 1 and Corollary 1.
Example 2. Let X = {0,1,2} associated with a metric d such that d(0,1) = 0.75, d(0,2) =1
and d(1,2) = 0.25. Also, d(z,y) = d(y,x) for all z,y € X and d(z,z) =0 for all x € X.

Let T be a self mapping in X such that T(0) =2, T(1) =1 and T'(2) = 2.

It is easy to conclude that (X, d) is a complete metric space and the inequality (5) was verified

3. If T has two distinct fized points &,y in X then, d(&,9) >

1
for all x;y € X with constant a = b = 5 = f=1ande= 1 According to Corollary 1, we
conclude that T has at least one fized point. (exactly, it has two fized point 1 and 2). Moreover,
the distance between them is d(1,2) > 1
Remark 4. It should be noted that Khojasteh et al theorem [20] is not applicable in this example

while the generalized Corollary 1 is applicable as shown in the example above, which proves the
robustness of our results.

Secondly, we state and prove our second theorem that generalize and improve the result of
A.C. Aouine and A. Aliouche [4].

Theorem 2. Let (X,d, s) be a complete b-metric space and let T be a self mapping in X. If there
exist five positive real number a,b,c, f, e € RY such that s?a < min{c, f} or s*b < min{c, f} and
forallz,y e X

ad(z, Ty) + bd(y, Tx)
Tx, Ty) <
4Tz Ty) cd(z, Tz) + fd(y, Ty) + e

Then T has a unique fized point & € X.

max{d(z,Tx),d(y, Ty)}. (6)

Proof. Let (x,)nen be a Picard sequence(z,+1 = Tx,) based on an arbitrary zo € X. If there
exist an ng € N such that z,, = xn,+1 then, z,, is the fixed point of 7" and the proof is
completed. If z,, # xz,1 for all n € N, we follow the following steps:

Step 1: Let’s show that (z,),en is a Cauchy sequence.

Case 1. If s?a < min{c, f}, by putting # = z,,_1 and y = z,, in inequality (6), we find
ad(Tn—1, Tn+1)
Cd(xn—lv xn) + fd(l‘n, Z‘n-&-l) +e
asd(xn—1,Tyn) + asd(xy, Tpi1)

max{d(xn,l, xn)v d(xna mn+1)} <

d(mnyanrl) <

g d n—1s n 7d n»s n g
cd(Tp—1,2n) + fd(xn, Trni1) +emax{ (@1, ), d(Zn; Tni1)}
asd(xp—1,Tn) + asd(xy, Tpi1)
< ; max{d(xn_1,2Tyn), d(Tn, Ty <
min{c; f}(d(zp—1,2n) + d(Tn, Tni1)) + € {d(@n-1,n), d{ +)}
< asd(xp—1,T,) + asd(xy, Tpi1) (n 1, 20).

min{c; f}(d(zp—1,2n) + d(Tn, Tni1)) + €
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We denote that 0, = — asd(zp1,2n) + asd(n, Tni1)
min{c; f} (d(xn—la Tp) + d(zp, $n+1)) +e

1
Since s?a < min{c, f}, then 0 < ,, < = for all n € N, furthermore, the sequence (6,,)nen is
s
decreasing because for all n € N,

for all n € N.

ase[d(Tni1, Tny2) — d(Tn_1,2n)]
[min{c; fHd(xpn, Tpt1) + d(@pt1, Tno)) + 6]
1
8 [min{c; f}(d(zn—1,2n) + d(Tn, Tni1)) + €]

9n+1 -0, =

X

< 0.

On the other hand, we have

d(x'ruxn—i-l) < end(xn—lvxn) <
< 9n€n,1d(l‘n,2, xnfl) <
< enen—l o 91d(330, xl) g
< 0%d(zg, 21).

Now, for all n, m € N such that m > n, we have

m—1
A(zn, ) <Y T d(2,2i40) <
mil
< Z 517"+10§d(x0,x1) <
(801)” — (801)m 1
< T 0, X sn_ld(sco,xl).

By passing to the limits n,m — 400 on a both side of previous inequality, we get

nﬂil_r>n+oo d(xp, xm) = 0. (7)

Then (z,)nen is a Cauchy sequence in X.
Case 2. If s2b < min{c, f}, by putting = x,, and y = 2,,_; in inequality (6), we find
bd(xnfla (En+1)

Cd(xn—la xn) + fd(xnz xn—&-l) +e
bsd(xn—1,Tpn) + bsd(Tp, Tni1)

d(xnaxn+1) < max{d(l'nfhxn)ad(xn»xn+1)} <

< d n—is+n ad ny+n <
Cd(l’n,l'n+1) +fd(xn_l,wn) +6max{ (.’E 1, T ) (.’1? xz +1)}
bsd(xp—1, ) + bsd(xy, Tpi1)
g d —1yn ?d ? g
min{c,f}[d(ﬂfn,ﬂﬂnﬂ) +d(xn71;mn)} Ye max{ (In 1 I;) (CCn xn-i—l)}
o bsd(xp—1,Tn) + bsd(zy, Tni1)

d(xp—1,%n)-
min{c7 f}[d(xna xn-i—l) + d(.13n_1, xn)] +e (x e )

Similarly, as Case 1, we can deduce that (z,)nen is a Cauchy sequence in X.
Since the b-metric space (X, d, s) is complete, there exit & € X such that

lim =z, = <.
n—-+oo
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Step 2: We check that & is a fixed point of T
Suppose that d(&, T¢) > 0

1
Case 1. If s%a < 3 min{c, f}, by putting = x,,, y = & in inequality (6), we find

) ad(xy,, Tt) + bd(zpy1, )
d(Tz,x, < s
(T#, 2ns1) cd(Tp, Tni1) + fd(i,TZ) + e

max{d(z,T&),d(n, Tnt1)}- (8)

On the other hand, we have

d(z,Tz) < sd(Z,zp41)+ sd(xpy1,TE) <
ad(xy, Tt) + bd(zpy1, )

< sd(z, s
sd(@ Tn1) + Scd(:z:n,san) + fd(z,T%) + e

max{d(d, T), d(zn, ns1)}. (9)

By taking limit superior on both sides of (9), we have

salimsup,, , . d(z,,Tt)

d(z,Tz) < Fd(i T7) + ¢ d(z,Tx). (10)
According to Lemma 1, we get
s%a
d(&,Ti) < md(a’;,m)?, (11)
then 2y
1< md(a’c,Ti). (12)

1
Since, s%a < imin{c,f}, then s?a < f, then s?ad(i,T4) < fd(i,T%) + e which contradict
inequality (12). Then d(&,T%) = 0 that mean T'¢ = 4.
Case 2. If s°b < min{c, f}, by putting x = i, y = z,, in inequality (6), we find

ad(Z, Tpy1) + bd(xy,, T)

d(Td,Tn41) S ———-
( o +1) Cd(vax)+fd(In7xn+l)+e

max{d(&, T%),d(xn, Tni1)}- (13)

Similarly, as Case 1, we can deduce that T2 = 7.

Step 3: Suppose that T have two fixed points &,y in X. By putting x = &, y = y in inequality
(6), we find

ad(z,y) + bd(y, &)
cd(z, %) + fd(y,9) + e

Then d(&,9y) = 0, that mean, & = gy, and this completes the proof of the theorem. O

d(z,9) < max{d(, &), d(y,9)}- (14)

Remark 5. If we takea=b=c= f=e=1 and s =1 in Theorem 2, we returne to results of
A. C. Aouine and A. Aliouche [4].

The following example illustrates and supports our Theorem 2.

Example 3. Let X =[0,4.5] and d: X x X — RT defined by d(x,y) = (x —y)? for all z,y € X.
(X,d,2) is a complete b-metric space. Let T : X — X be a self mapping given by

_— {4.5 if  €10,2.5]
4 if x €[2.5,4.5]
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Let z,y € X and denote

d(z, Ty) + d(y, T'x)
4d(xz, Tz) + 4d(y, Ty) + 1

m(z,y) = —d(Tz, Ty) + max{d(z,Tx),d(y, Ty)}.

if x € 0,2.5] and y € [2.5,4.5], we draw the curve of the function m over this domain (Fig. 1).
We remark that it is positive, which proves the validity of the inequality (6) for all z € [0,2.5]

and y € [2.5,4.5]. The other cases is trivial.

Therefore, by choosinga =b=e =1 and ¢ = f = 4 all conditions of Theorem 2 are satisfied.
Hence T has a unique fized point & in X (here & =4).

0.6

0.4

Fig. 1. Curve of the function m

If we take s =1 in Theorem 2, we get the following corollary.

Corollary 2. Let (X,d) be a complete metric space and let T be a self mapping in X. If there
exist five positive real number a,b,c, f, e € RT such that a < min{c, f} or b < min{c, f} and for
allz,y e X

o _ad(@,Ty) + bd(y, Tz)
= ed(x, Ta) + fd(y, Ty) +e

d(T'z,Ty) max{d(z,Txz),d(y, Ty)}. (15)

Then T has a unique fized point & € X.
Every Picard sequence converge to .

The following example illustrates and supports Corollary 2 and Theorem 2.

Example 4. Let X = {0,1,2} associated with a metric d such that d(0,1) = 0.6, d(0,2) =1
and d(1,2) = 0.4. Also d(x,y) = d(y,z) for all z,y € X and d(xz,z) =0 for all z € X.
Let T be a self mapping in X such that T(0) =2, T(1) =1 and T(2) = 1.
It is easy to conclude that (X,d) is a complete metric space and the inequality (15) was
1
verified for all x,y € X with constanta =b=c=f =3 and e = 1 According to Corollary 2,

we conclude that T has a unique fixed point. In additional, every Picard sequence converge to .

Remark 6. It should be noted that A.C. Aouine and A. Aliouche. Theorem [2] is not applicable
in this example while the generalized Corollary 2 is applicable as shown in the example above,
which proves the robustness of our results.

Third, we can generalize the previous theorems as follow:
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Theorem 3. Let (X,d, s) be a complete b-metric space and let T be a self mapping in X. If there

1
exist five positive real number a, b, c, f, e € RT such that s?a < 3 min{c, f} or s?b < 3 min{c, f}

and for all x,y € X,

ad(z, Ty) + bd(y, T'x)
cd(z,Tz)+ fd(y,Ty) +e

d(Tz,Ty) < max{d(z,Ty),d(y, Tx)}.

Then
1. T has at least one fized point & € X.

2. Every Picard sequence (T'xy,)nen converges to a fized point.

3. If T has two distinct fized points &,y in X then, d(z,y) > «ekb'
a

(16)

Proof. Let (x,)nen be a Picard sequence(z,+1 = Tx,) based on an arbitrary g € X. If there
exist an ng € N such that z,, = %p,+1, then z,, is the fixed point of 7" and the proof is

completed. If z,, # z,11 for all n € N, we follow the following steps:

Step 1: Let’s show that (x,)nen is a Cauchy sequence.

1
Case 1. If s%a < 3 min{c, f}, by putting = z,_; and y = x,, in inequality (16), we find

ad(Tp—1,%n11)
cd(Tp—1,2n) + fd(xpn,zny1) +e
asd(xp—1,Tn) + asd(xy, Tpi1)
cd(Tp—1,Tn) + fd(Tp, Tni1) +e
asd(xp—_1,Ty) + asd(xy, Tpi1)
min{c; f} (d(:l:n_l, Tn) + d(xn, xn+1)) +e

d(.l'n,.%'n+1) < d(xn—lvxn+l) <

/N

N

asd(xp—_1,T,) + asd(xy, Tpi1)
min{c; f}(d(xn—h In) + d(xn; xn+1)) te
1 1
Since s2a < 3 min{¢, f}, then 0 < 0,, < % for all n € N.
On the other hand we have

We denote that 6,, = for all n € N.

d(xn; In+1) g gn[Sd(xn—la xn) + Sd(l'ny zn+1)]7

then
0,5

1-06,s

d(xn7$n+1) < d(xn—l,xn)~

0ns

for all n € N.

We denote that \,, = 1

nS

1
SinceO<9n<Q—forallneN,then()g)\n<1.
s

Then d(xyn, Tpt1) < d(@n—1,z,) for all n € N, then d(zp41, Tni2) < d(Tp_1,Zn).

Furthermore, the sequence (6,,),cn is decreasing because for all n € N

9 o — ase [d(wnJrh Tpy2) — d(Tn-1, xn)} y
n+l — Un — .
" [ min{c; fH(d(@n, Tpi1) + d(Tni1, Tnio)) + €]

1
*Tmin{e; fH(d(@n—1,2n) + d(@n, Tny1) + €]
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Then the sequence (A, )nen is decreasing, then

d(xna$n+1) < )\nd(xnflaxn) <
< An)\n—ld(mn—%zn—l) g

AnAn—1 - A1d(xg, 1) <
/\?d(xo,l‘l).

VAN/AN

Now for all n, m € N such that m > n, we have

m—1
d@n,zm) < Y82, i) <
mil .
< ST N d(wg, 1) <
(A1) — (sA)™ 1
< d(z0, 71).
1— s\ x sn—1 (xo 331)

By passing to the limits n,m — 400 on a both side of previous inequality, we get

lim  d(z,,zm) =0. (17)

n,Mm—~+00
Then (z,)nen is a Cauchy sequence in X.
1
Case 2. If s°b < 3 min{c, f}, by putting « = x,, and y = z,,—1 in inequality (16), we find

bd(xn—la xn+1)
cd(Tn, Tng1) + fd(rn—1,2,) +e

d(xnvgjn-‘rl) g d(l’n_17l'n+1).

Similarly, as Case 1, we can deduce that (z,)ncn is a Cauchy sequence in X.
Since the b-metric space (X, d, s) is complete, there exit & € X such that

lim =z, = <.
n—-+oo

Step 2: We check that & is a fixed point of T
Suppose that d(&, Tx) > 0.

1
Case 1. If s%a < B min{c, f}, by putting z = z,,, y = & in inequality (16), we find

. ad(2y, TE) + bd(&, Xpi1)
T <
d( $7xn+1) Cd(xnaxn+l) +fd(x,T:r) te

max{d(&, Tp41),d(xn, TE)}. (18)
On the other hand, we have
d(z,Tt) < sd(&,zn41) + sd(xpy1,TE) < (19)

sad(xy, Tt) 4 sbd(Z, Tpq1)
Cd(xna -Tn-l-l) + fd(.l?, T'T) te

< sd(&,xpy1) + max{d(&, xny1),d(zn, T1)}. (20)
By taking limit superior on both sides of (20), we have

sa 2
. . < - 3 ¥ .
W) S 5 7wy 1 e Oﬁiﬂf Hen, Tm 2y
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According to Lemma 1, we get

sa

AT S T T v e

d(&,Ti)?, (22)

then sa Ji T
1< 55— d(@,T2). 2
fd(z,Tz)+e (&,T4) (23)

1
Since, s?a < imin{c,f}, then s?a < f, then s%ad(%,T4) < fd(i,T%) + e which contradict
inequality (23). Then d(&,T4) = 0 that mean T% = &.
1
Case 2. If sb < 3 min{c, f}, by putting z = & and y = z,, in inequality (16), we find

ad(Z, Tpt1) + bd(x,, T)
cd(@,Tz) + fd(zp, Tny1) +e

AT, xpe1) < max{d(&, Tpy1),d(Tn, TE)}.

Similarly, as Case 1 we can deduce that T4 = .

Step 3: Suppose that 7" have two distinct fixed points &, in X and we find the distance between
them.
By putting @ = &, y = ¢ in inequality (16), we find

ad(z,7y) + bd(y, &)

d(d,y) < cd(i, &) + fd(y,9) + e

e

Then, d(i, ) > ,

3. Discussion

e The Corollary 1 generalize the result of Khojasteh et al [1] and the Corollary 2 generalize
the result of Aouine and Aliouche [2].

e We note that the choice of constants related to inequalities (2), (5), (6), (15) and (16)
directly affects the dynamic result of Theorems 1, 2, and Corollaries 1, 2 and 3 respectively.
ad(z, Ty) + bd(y, Tx)

cd(z, Tx) + fd(y,Ty) +e
might be greater or less than 1, thus theorems is an special case of Banach contraction
principle. Example 1 illustrates this point precisely.

o If rangT is a closed sub set of X, the inequalities (2), (5), (6), (15) and (16) can be
restricted to rangT, and that does not affect the proof and the desired results, which
makes it easier for us to verify its validity and become more applicable.

e Note that the ratio in the inequalities (2), (5), (6), (15) and (16)

e The above results can be generalized into several generalized metric spaces as q; — ¢
b-metric space, partial metric space, ... .

References

[1] S.Aleksi¢, H.Huang, Z.D.Mitrovi¢, S.Radenovi¢, Remarks on some fixed point results in
b-metric spaces, Journal of Fized Point Theory and Applications, 20(2018), no. 4, 1-17.

[2] S.Aleksi¢, Z.Mitrovic, S.Radenovic, Picard sequences in b-metric spaces, Fized Point Theory,
21(2020). DOI:10.24193/fpt-r0.2020.1.03

- 516 —



Besma Laouadi. .. Some New Fixed Point Results in b-metric Space with Rational. ..

3]

4]

5]

[6]

7]

18]
19]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

A.Aghajani, M.Abbas, J.R.Roshan, Common fixed point of generalized weak contractive
mappings in partially ordered b-metric spaces, Mathematica Slovaca, 64(2014), no. 4,
941-960. DOI: 10.2478/s12175-014-0250-6

A.C.Aouine, A.Aliouche. Fixed point theorems Of Kannan type With an application to
control theory, Applied Mathematics E-Notes, 21(2021), 238-249.

I.A.Bakhtin, The contraction mapping principle in quasi metric spaces, Funct. Anal. Uni-
anowsk Gos. Ped. Inst., 30(1989), 26-37.

S.Banach, On operations in abstract sets and their applications to integral equations, Fund.
Math., 3(1922), no. 1, 133-181. DOI: 10.4064/FM-3-1-133-181

V.Berinde, M.Pacurar, The early developments in fixed point theory on b-metric spaces,
Carpathian Journal of Mathematics, 38(2022), no. 3, 523-538.

N.Bourbaki, General Topology, Herman, Paris, 1974.

S.Czerwik, Contraction mappings in b-metric spaces, Acta mathematica et informatica uni-
versitatis ostraviensis, 1(1993), no. 1, 5-11.

P.Debnath, N.Konwar, S.Radenovic, Metric fixed point theory, Applications in science, en-
gineering and behavioural sciences, 2021.

H.S.Ding, M.Imdad, S.Radenovié, J.Vujakovi¢, On some fixed point results in b-metric, rect-
angular and b-rectangular metric spaces, Arab Journal of Mathematical Sciences, 22(2016),
no. 2, 151-164.

T.M.Dosenovi¢, M.V.Pavlovié¢, S.N.Radenovi¢, Contractive conditions in b-metric spaces,
Military Technical Gazette Courier, 65(2017), no. 4, 851-865.

N.Goswami, N.Haokip, V. N.Mishra, F-contractive type mappings in b-metric spaces and
some related fixed point results, Fized Point Theory and Applications, (2019), no. 1, 1-17.
DOI: 10.1186/s13663-019-0663-6

H.Huang, G.Deng, S.Radenovié, Fixed point theorems in b-metric spaces with applications
to differential equations, Journal of Fized Point Theory and Applications, 20(2018), no. 1
1-24. DOI: 10.1007/s11784-018-0491-z

N.Hussain, D.Dorié¢, Z.Kadelburg, S.Radenovié¢, Suzuki-type fixed point results in metric
type spaces, Fized point theory and applications, 2012(2012), no. 1, 1-12.

N.Hussain, Z.D.Mitrovié¢, S.Radenovié¢, A common fixed point theorem of Fisher in b-metric
spaces, RACSAM, 113(2019), 949-956. DOI: 10.1007/s13398-018-0524-x

Z.Kadelburg, S.Radenovié¢, Notes on Some Recent Papers Concerning F-Contractions in b-
Metric Spaces, Constructive Mathematical Analysis, 1(2018), no. 2, 108-112.
DOI: 10.33205/cma.468813

Z.Kadelburg, S.Radenovic, Pata-type common fixed point results in b-metric and b-
rectangular metric spaces, J. Nonlinear Sci. Appl., 8(2015), no. 6, 944-954.

T.Kamran, M.Samreen, Q. UL Ain, A Generalization of b-Metric Space and Some Fixed
Point Theorems, Mathematics, 5(2017), no. 2, 19.

F.Khojasteh, M.Abbas, S.Costache, Two new types of fixed point theorems in complete
metric spaces, Abstract and Applied Analysis, 2014(2014), Article ID 325840.
DOI: 10.1155/2014 /325840

- 517 —



Besma Laouadi. .. Some New Fixed Point Results in b-metric Space with Rational. ..

[21] M.Kir, H.Kiziltune, On some well known fixed point theorems in b-metric spaces, Turkish
journal of analysis and number theory, 1(2013), no. 1, 13-16. DOI: 10.12691 /tjant-1-1-4

[22] A.Lukacs, S.Kajanto, Fixed point theorems for various types of Fcontractions in complete
b-metric spaces, Fized Point Theory, 19(2018), 321-334. DOI: 10.24193/fpt-r0.2018.1.25

[23] Z.D.Mitrovic, S.Radenovic, F.Vetro, J.Vujakovic, Some remarks on TAC-contractive map-
pings in b-metric spaces, Mat. Vesnik, 70(2018), no. 2, 167-175.

[24] N.Mlaiki, N.Dedovic, H.Aydi, M.Garda?sevi¢-Filipovi¢, B.Bin-Mohsin, S.Radenovi¢, Some
new observations on Geraghty and Ciri¢ type results in b-metric spaces, Mathematics,
7(2019), no. 7, 643. DOI: 10.3390/math7070643

[25] V.Ozturk, S.Radenovié, Some remarks on b-(EA)-property in bmetric spaces, SpringerPlus,
5(2016), no. 544, 1-10. DOT: 10.1186/s40064-016-2163-z

[26] S.Radenovié, T.Dosenovi¢, T.A.Lampert, 7Z.Golubovié, A note on some recent fixed point
results for cyclic contractions in b-metric spaces and an application to integral equations, Ap-
plied Mathematics and Computation, 273(2016), 155-164. DOI: 10.1016/j.amc.2015.09.089

[27] J.R.Roshan, V.Parvaneh, S.Radenovi¢, M.Rajovi¢, Some coinci- dence point results for gen-
eralized (¢, ¢)-weakly contractions in ordered b-metric spaces, Fized Point Theory and Ap-
plications, 2015(2015), 68, 1-21. DOI: 0.1186/s13663-015-0313-6

HexkoTopbie HOBbIE pe3yIbTaThl ¢ PUKCUPOBAHHON TOYKOI
B b-MeTpmyeckoM MPOCTPAHCTBE C PaAIlMOHAJIBHBIM
000OIIEHHBIM yCJIOBUEM CXKATUHA

Becma Jlayanu

Taku Daaun Yccaud
Jleitsia Benaya
VYuusepcurer Oym Dib Byaru
VYum Dap Byaru, Asxkup
JImnnana I'ypan
Sananubiii yausepcurer Apana
Bacune lNosnpnc, Apan, Pymbians
Croan PagenoBuu
Benrpanckwuit yausepcurer
Benrpan, Cepbust

Annoranusi. B sToit crarpe Mpl yuydimaeM u 0000InaeM HEKOTOPBIE PE3YJIbTATHI TEOPHUH HEIOBUXK-
HBIX TOYEK Ha b-MeTprdecKoe MpOCTPAHCTBO. [/1e MBI MOATBEPXK Ja€M CYIIECTBOBAHNE HEITOIBUKHOM TOY-
KU JUIsT caMoOoTobpazkeHus 1', yIOBIETBOPSIONIEN0 HEKOTOPBIM PAIIMOHAIBHBIM CKUMAIOIIAM YCIOBUSIM.
Bosee Toro, Mpl ycraHaBIMBaeM YHUKAJIHHOCTDL (PUKCHPOBAHHON TOYKN B HEKOTODPBIX CIydasx U JTaeM
IMHAMIYIECKYIO MHMOOPMAIINIO, CBSI3BIBAIONLYIO HEITOJABUKHBIE TOYKU MEXKY COOOH B APYTHUX CIIydasX.
IIpuBeieHb! HArIsIHBIE IPUMEDHI, JEMOHCTPUDYIOIINE CIIPABEIINBOCTD TUIIOTES.

KuaroueBbie cioBa: MeTprudeckoe MPOCTPAHCTBO, b-METPHUYECKOE MPOCTPAHCTBO, MOCJIEI0BATEIHHOCTE
ITukapa, bukcupoBaHHAsT TOYKA, OTOOpPArKEHNE PAIMOHAJIBHOTO CXKATHUS.
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Introduction

The present paper continues the research started in [15] and [23]. In [23], J. Schmid proved
that a distributive lattice is an algebraically closed lattice if and only if it is a Boolean lattice.
Also, he shows that any strongly algebraically closed lattice is a complete Boolean lattice. Later,
it is proved by the author in [20] that if a complete Boolean lattice is ¢’-compact, then it is an
strongly algebraically closed lattice. We recall from [17-19] that an algebra A is an strongly
algebraically closed in a class of algebras, if every set of equations (finite or infinite) with coeffi-
cients from A, which is solvable in some algebras of the class of algebras containing A, already
has a solution in A. Similarly, the purpose of this paper is to study strongly algebraically closed
MV-algebras.

MV-algebras were introduced by C.C.Chang in 1958 to give an algebraic proof of the
completeness of Lukasiewicz logic reducing the problem to require the semisimplicity of the
Lindenbaum-Tarski algebra. Boolean algebras stand to Boolean logic as MV-algebras stand to
Bukasiewicz infinite-valued logic (see [6]).

This paper continues the examination of the structure of MV-algebras. Algebraically closed
MV-algebras are studied by Lacava in [15] and [16], where an MV-algebra A is called algebraically
closed if every polynomial with coefficients in A having a root in some extension of A has already
a root in A. Similarly, we provide a new axiomatization of strongly algebraically closed MV-
algebras and prove that an MV-algebra A is an strongly algebraically closed MV-algebra if
and only if it is regular, divisible, and equationally compact. We also describe orbit algebras
with other algebraic structures as Wajsberg algebras and Lukasiewicz semirings. Recall that
Wajsberg algebras are special algebraic structures that naturally arise from Lukasiewicz logic
and Lukasiewicz near semirings were introduced by S. Bonzio, I. Chajda, and A.Ledda in [1].

1. Algebraically closed MV-algebras

A structure (4, @, ©, -, 0, 1) is an MV-algebra iff A satisfies the following equations for all
x, Yy, z € A

*molkhasi@gmail.com
(© Siberian Federal University. All rights reserved
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1. (zoy)@z=28 (yd 2);
2. xby=yPdux;

3. xd0=ux;

4. z@1=1,;

5. =0 =1;

6. -1 =0;

7. x0y=-(-z®y);

8. ~n(wdyoy=-(ydz) D7

By definition following two new operations V and A on A, the structure (A, Vv, A, 0, 1) will be a
bounded distributive lattice:

rVy=-(-zdy)®yandzAy=-(-20y)Oy.

We recall from [11] that MV-algebras form a variety and the notion of MV-homomorphism
is just the particular cases of the corresponding universal algebraic notion. In [21], an algebra
A in class of MV-algebras is called an absolute retract in the class of MV-algebras if and only if
every embedding A < B has a left inverse (i.e., there is a homomorphism h of B onto A such
that h(a) = a for each a € A), whenever B is in the class of MV-algebras and A is a subalgebra
of B, then A is a retract of B. Also, A is equationally compact if and only if every finite subset
of set of equations is satisfiable in A, then the set of equations is satisfiable in A.

Recall from [7] that a maximal ideal M of an MV-algebra A is said to have a finite rank
n, for some integer n = 2 if A/M = L,,, otherwise one says that M has infinite rank, where

L, =1[0,1]nN Zil. One should observe that every maximal ideal of a Boolean algebra has
n—

finite rank. An MV-algebra A is called regular if for every prime ideal NV of its Boolean center,

the ideal of A generated by N is a prime ideal of A [4].

By [22], an MV-algebra A is divisible if and only if for any a € A — {0} and integer n > 0 there

exist a unique least element b € A such that b®b...6b=aanda-(-b6-bs...5 -b) =b.
—_———

n-times (n—1)-times

By an equation in an algebra A we mean a formal expression

P(at, .y Ay X1y ) R QA1 ey Gy Ty -+ o5 Tyy)

where m € Ny = {0,1,2,...}, n € N =N—{0}, p and ¢ are (m+n)-ary terms (in the language
of A), the elements ay,...,a, belong to A and they are called parameters (or coefficients), and
Z1,...,Ty, are the unknowns of this equation.

Definition 1.1. An MV-algebra A is called algebraically closed if every polynomial with coeffi-
cients in A having a root in some extension of A has already a root in A.

Definition 1.2. An MV-algebra A of the class of MV-algebras is strongly algebraically closed
in the class if for every extension B of A in the class and for any system of equations with
parameters taken from A, if the system has a solution in B, then it also has a solution in A.

In [15], Lacava proved an MV-algebra is an algebraically closed if and only if it is regular and
divisible. Also, following Schmid [23], if we replace "any system" by "any finite system", then
we obtain the concept of an algebraically closed algebra A in the class, which this two definitions
are the same. Consequently, we will have that two definition above are same. Now, we provide
a new axiomatization of strongly algebraically closed MV-algebras.

Lemma 1.3. An MV-algebra A is strongly algebraically closed algebra in variety of MV-algebras
iV if it is an absolute retract in V.

Proof. By [5], let A be strongly algebraically closed in V and B € V be an extension of A.
We need to show the existence of a retraction f: B — A. We can assume that A is a proper

- 520 -



Ali Molkhasi Strongly Algebraically Closed MV-algebras

subalgebra of B, because the identity map of B would obviously be a retraction B — A if A = B.
For each element b of B\ A, we take an unknown xz;, and we define z_, ~ —x;. For each pair
(a,b) € B x B of elements such that at least one of a and b is element of B\A, we define an
equation Fg(a,b) according to the following six rules:

(1) — If a is element of A, b is element of B\ A, and a @ b is element of A, then Eg(a,b) is
adzy,~adb.

(2) — If a is element of B\A, b is element of A, and a V b is element of A, then Eg(a,bd) is
ToDb~adb.

(3) — If a and b are elements of B\A and a @ b is element of A4,

then Eg(a,b) is z, ® xp =~ a ® b.

(4) — If a is element of A, b and a ® b are elements of B\ A, then Eg(a,b) is a ® xp = Tagyp.

(5) —If a and a @ b are elements of B\ A and b is element of A, then FEg(a,b) is 2, B b~ zagp.
(6) —If a, b, and a @ b are all elements of B\ A, then Fg(a,b) is £, ® Tp = Tagp-

Let E be the system of all equations we have defined so far. Clearly, E has a solution in B.
Indeed, we can let z, := a for all elements b of B\A to obtain a solution of E. Since we have
assumed that A is strongly algebraically closed in V' and E also has a solution in A. This allows
us to fix a solution of E in A. That is, we can choose an element u, € A for each element b of A
such that the equations (1)—(6) turn into true equalities when the unknowns xy, for b € B\ A,
are replaced by the elements wy.

Next, consider the map

f B — A, defined b Cc if ¢ is an element of }17
: ’ € y Cr— . ]
Ue ¢ is a element of B\A

We claim that f is a retraction. Clearly, f acts identically on A. So we need only to show that
f is a MV-homomorphism or f(0) =0, f(z & y) = f(z) & f(y) and f(-z) = =f(z), for every
x, y € A. It suffices to verify that f commutes with &. If a,b € A, then a® b is also in A, and we
have that f(a)® f(b) =a®b= f(a®Db), as required. If, say, a,a®b € Aand b € B\ A, then (1)
applies and we obtain that f(a) @ f(b) =aPup =a®db= f(aPb), as required. If a,b,a B b are
all elements of A, then we can use (6) to obtain that f(a)® f(b) = ug D up = uegs = f(a®b), as
required. The rest of the cases follow similarly from (3)—(5). Thus, we conclude that f commutes
with @. Therefor, f is a retraction and A is an absolute retract in V. O

Now, we are in the position to state the main theorem of the paper.

Theorem 1.4. An MV-algebra A is strongly algebraically closed algebra if and only if it is
algebraically closed and equationally compact.

Proof. Suppose that A is strongly algebraically closed MV-algebra. By Lemma 2.4, A is an
absolute retract. Now, we prove that A is regular, divisible, and equationally compact. Notice
that Banaschewski—Nelson in [2] and Weglorz in [26] proved that the MV-algebra A is equationally
compact if and only if every pure embedding A < B has a left inverse, see [21]. Since any absolute
retract is a pure absolute retract, and here A is equationally compact. Now, to prove that A
is regular and divisible it suffices to show that A is algebraically closed MV-algebra. Suppose
i: A — B is an arbitrary extension of A and we prove that ¢ is pure. To do this, for any system
¥ (Z) of equations with parameters taken from A, if ¥(b) is a solution in extension B of A, then
we give p: B — A, where p a retraction (left inverse) of ¢ and X(p(Z)) a solution in A.

Conversely, suppose A is algebraically closed and equationally compact. We know that A is
regular and divisible. If i : A < B is an arbitrary extension of A, then 4 is pure. On the other
hand, A is a pure absolute retract and thus ¢ has a left inverse. Consequently, A is an absolute
retract in V.
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Now, we have that A € V' is an absolute retract and B € V' is an extension of A, and a system
G of equations with constants taken from A has a solution in B.

Let z,y,z,... denote the unknowns occurring in G (possibly, infinitely many), and let
by, by, b, - € B form a solution of G. Since we have assumed that A is an absolute retract for
V', we can take a retraction f: B — A. We define

they are elements of A. Let
pla,...,a, 2,9, 2,...) =qlar, ..., a5, ¢, 9,2,...)

be one of the equations of CA;; here p and q are MV-algebra terms, the constants aq,...,a; are
in A, and only finitely many unknowns occur in this equation. Using that f commutes with
MV-algebra terms and, at =", using also that b;, by, b,, ... form a solution of the equation in
question, we obtain that

plar, ... ag, dg,dy,ds, ... ) =p(f(ar),. .., flar), f(bz), f(by), f(b2),...)
= f(p(ai,...,ak, by, by, bs,...)) =" f(q(ar,...,ak, by, by, bz, . 0))
Q(f(a1)7~ . >f(ak)7f(bz)7f(by)uf(bz)? )

=q(ar,...,ax, dy,dy,ds,...).

This shows that dy,dy,d.,--- € A form a solution of G in A. Therefore, A is strongly alge-
braically closed in V. O

We recall from [9] that the ordinary polynomials in the language of MV-algebras are called
MV-polynomials and built from variables and function symbols of the language. And as usual,
the value of a polynomial is calculated inductively from the value of its variables. In [13], MV-
polynomials generalized to DMV-polynomials, which are built from MV-algebra symbols plus
a unary function symbol &, for every positive integer n and DMV-polynomials have a value in
every divisible MV-algebra (not in every MV-algebra, however) and x and y are finite vectors
of variables. By [9], for every MV-polynomial f(x, y) there is a single DMV-polynomial g;(y)
such that [0, 1] verifies the following formula:

e Yy, (3x, f(x,y) =0 <= gs(y) = 0).
Now, we can state the following theorem:

Theorem 1.5. An MV-algebra A is an algebraically closed MV-algebra if and only if
1. A is divisible;

2. for every MV-polynomial f, A verifies the formula vy ;

3. A equationally compact.

Proof. By [22] and Theorem 7 from [8], since A is strongly algebraically closed, is divisible and
for every MV-polynomial f, A verifies the formula ¢;. Using Theorem 2.5, A is equationally
compact.

Conversely, suppose that A is divisible and A models the formula ;. By [8], Theorem 7], A is an
algebraically closed algebra. On the other hand, if A is equationally compact and algebraically
closed, then A is an absolute retract in V. By Theorem 2.5, we conclude that A is an strongly
algebraically closed MV-algebra. O
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2. Representation of orbit algebras

We recall that a Boolean algebra (B, A, Vv, =, 0, 1) with a countable dense subset is called
separable, where a subset A of a Boolean algebra B is dense in B if and only if every element of
B is a join of a subset of A. Suppose B is a separable Boolean algebra and a, b € 5. We define
a~bif b= g(a) for some g € G of group of automorphisms of B. Furthermore, for g € Aut(*B)
and a € B, we denote by gra a the restriction of g to the interval [0, a]. We define a — b= -aVb
for a, b € B. We furthermore write a L b if there are no non-zero ag < a and by < b such that
ao ~ bg. In a Boolean algebra B with a countable dense subset if G is a group of automorphisms
of B, then we call the pair (28, G) a Boolean ambiguity algebra.

We recall from [25] that (B, G) is a Boolean ambiguity algebra. Assume that the following
infima and suprema exists for all a, b € B:

[a] ® [b] = inf{[a’ AV] : @’ ~a, b ~ b},
[a] = [b] = inf{[a’ = ¥] : a’ ~a, b ~ b},

where [a] and [b] are equivalence classes with respect to ~. Following [25] we call the structure
(O(38B,G), <, ®, —, 0, 1) the orbit algebra of (B, G), where O(8, G) is the quotient by equiva-
lence relation ~. Also, we have —[a] = [a] — 0 for a € B.

A Wajsberg algebra is a structure (W, —, *, 1), where — is a binary operation, x is a unary
operation and 1 is a constant such that the following identities hold:

1.1 —-a=aq

2. (a—=0) = ((b—c) = (a—c)) =1

3. (a—=b)—b=(b—a)—aq

4. (a* = V)= (b—a)=1,

for all a,b,c € W.

This leads us to state the following theorem.

Theorem 2.1. Let (B, G) be a complete Boolean ambiguity algebra and (O, a), ©, -, 0) be the
orbit algebra. Then (O(w.q), —, *, 1) is a strongly algebraically closed algebra if it is algebraically
closed and equationally compact, where * is an unary operation and the implication — is defined
byr —y=x®y and 1 =07, forall x, y € O q)-

Proof. First we prove that (O(x,¢), <, @, 1) is an ordered monoid. If we suppose that a’ ~ a
and b’ ~ b such that [a] @ [b] = [a’ AY], for all a, b, ¢ € B then we will have

([a]@[b]) ® [¢] = min{[dA ] : d~a AV, ~c} =min{[a" AV N] : ' ~a, b ~b, ¢ ~c}

whence associativity of & follows. Obviously, @ is in both arguments isotone. On the other
hand, [a] ® [b] < [¢] if and only if [a] < [b] — [¢]. Now, for any a, b € B, we can obtain ab’ ~ b
such that [a A Y] = [a] A [b] and [a V I'] = [a] V [b]. On the other hand, =(a’ — V') < o/ and then
[a] = [b] = [@' — V']. Finally, [a] & ([a] = [0]) = [d] @[’ = V] =[aA(d = V)] =[d AV] =
[a] A [b]. Therefore, it is divisible and —[a] = [—a] for any a € 9B; so — is involutive. Therefor,
(O(m,¢), @, —, 0) is an MV-algebra. Using Theorem 1.4, completes the poof. O

By [1], we have that if (O gy, ®, —, 0) is an MV-algebra, then

(O(‘B,G)a 5 % 1)

is a Wajsberg algebra, where a — b = —a © b, for any a, b € O ) and 1 = 0*. Thus we will
have the following corollary:

Corollary 2.2. Let (B, G) be a complete Boolean ambiguity algebra and (O ), ®, =, 0) be
the orbit algebra. Then (Os,q), —, *, 1) is a Wajsberg algebra.
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We recall from [14], a BE-algebra we shall mean an algebra (X, *, 1) of type (2, 0) satisfying
the following axioms:
l.xxx=1;

2. 1xx =ux;

3. xx(y*xz)=yx*(xx*2);
4. zx1=1,

for all z, y, z € X.

A BE-algebra (X, *, 1) is called bounded if there exists the smallest element 0 of X (i.e.
0xx =1, for all x € X). Recall that Imai and Iski (1966) introduced two classes of abstract
algebras: BCK-algebras and BCl-algebras. A BCl-algebra is a non-empty set X endowed with
a binary operation * and a constant 0 satisfies the following axioms, for all z, y, z € X:

1. ((z*xy)x(xx2))*(z2*xy) =0;

2. 2x0=ux;

3. zxy=0and y*x =0 imply that z = y.

Every BCl-algebra satisfying 0« x = 0 for all z € X is a BCK-algebra. We recall from [27] that
an algebra (X, *, 1) of type (2, 0) is called a dual BCK-algebra (or briefly, DBCK-algebra) if
rxx =1,

zxl=1;

TxY =Y*xr — T =1,

(2 5y) s (y+2) * (w52) = I

z*((zxy)*xy)=1forall z, y, z € X.

CU 0=

We now study the relations between BE-algebras and Lukasiewicz semirings.

Theorem 2.3. Let (B, G) be a complete Boolean ambiguity algebra and (O, ), ©, =, 0) be the
orbit algebra. Then (O(s ), *, 1, 0) is a bounded commutative BE-algebra, where xxy = —x Oy,
forall x, y € B and 1 = —0.

Proof. We claim the structure (O(p,qy, ©, 7, 0) is equivalent to a bounded commutative BE-
algebra. By [27], an MV-algebra (O ), ®, =, 0) is a bounded commutative dual BCK-algebra
(O@s,¢), *5 1, 0) with the operation * and the top element 1 defined as follows:

rxy =20y, 1=-0,forz,y € Oy . [14], any DBCK-algebra is a bounded commutative
BE-algebra. O

BL-algebras were introduced by Hajek [12] as algebraic structures of basic logic, where a
BL-algebra is an algebra (A, A, V, ®, —, 0, 1) such that:
i) (4, V, A, 0, 1)is a bounded lattice;
ii) (A, ®, 1) is a commutative monoid;
iii) the following statements hold for every z, y, z € A:
Jz<z—yifzoz<y;
)

¢)(z—=>y)Vy—ax)=1
Recall that from [24] and [9] that a BL-algebra A to be an RS-BL-algebra if, for all elements

a € A holds
{redja—z=2}={xcAlz — a=a}.

Theorem 2.4. If O3 q) is a RS-BL-algebra, then (O, ), —, *, 0) is a Wajsberg algebra.

Proof. Since MV-algebras are such BL-algebras that (¢ — z) = 2 = (x — a) — a holds for all
z, a € O(p,q), it is an easy task to show that MV-algebras are RS-BLalgebras. To show that
MV-algebras re the only BL-algebras that are RS-BL-algebras, observe first that the following
holds in all RS-BL-algebras if * = 0, then z = 1, where 2* = z — 0. Consequently, by [24]
and [19] RS-BL-algebras are equivalent to MV-algebras. By Theorem 2.1, this completes the
proof. O
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We recall from [8] that a semiring (R, +, 0, -, 1) is an algebraic structure where 0 and 1 are
distinct elements of R, + and - are binary operations on R satisfying:
(i) (R, +) is a commutative monoid with identity 0;
(i) (R, -) is a monoid with identity 1;
(iii) Multiplication distributes over addition;
(

iv) 0-r=7r-0=0, for every r € R.

Also, by [8], a semiring (R, +, 0, -, 1) is called lattice-ordered semiring iff it has the structure
of a lattice such that for all a, b € R:
a+b=aV
(ii)a-b<anb.
Groupoids were introduced by Brandt in his 1926 paper [3| and semilattices can be equivalently
presented as ordered sets as well as groupoids. An algebra is a structure (A, F') where A is an
arbitrary non-empty set and F' is a system of operations. A type of algebra is a mapping from
F to N (natural numbers including zero) which maps any f € F to its arity. An algebra (S, -)
of type (2) is called a groupoid.
In closing this section, we mention that the Lukasiewicz semirings are also closely related with
the lattice ordered semirings. We recall from [1] that a near semiring is an algebra (R, -+, -, 0, 1)
of type (2, 2, 0, 0) such that:
(i) (R, +, 0) is a commutative monoid;
(i) (R, -, 1) is a groupoid satisfying x - 1 = = 1 - = (a unital groupoid);
(it) (z+9) - 2= (2-2) + (y- 2);
(iv)z-0=0-2=0;
for all x,y,z € R.

In [1] a near semiring is called a semiring if (R, -, 1) is a monoid and satisfies left distributivity:
z-(y+2)=(x-y)+ (z-2), forall z,y,z € R.

A near semiring R is called idempotent if it satisfies x + = = «, for all x € R. It is clear that
in this case (R, +) is a semilattice. In particular, (R, 4+) can be considered as a join-semilattice,
where the induced order is defined as x < y iff © + y = y and the constant 0 is the least
element [1, Remark 1].

Following [1], a map « of an idempotent near semiring, with < the induced order,
(R, +,+,0,1) to (R, +, -, 0, 1) is called an involution on R if it satisfies the following condi-
tions, for each =,y € R:

(1) a(a(z)) = ;

(2) if x < y then a(y) < a(x).

As is defined in [1], an involutive near semiring R is said a Lukasiewicz near semiring if it
satisfies the following additional identity:

a(z-a(y)) - aly) = ay - a(z)) - a(z).

A Lukasiewicz semiring A is a Lukasiewicz near semiring such that the reduct (4, -, 1) is a
monoid.

Recall that if (B, G) is a complete Boolean ambiguity algebra, then (O ¢), ©, ©, =, 0) is
an MV-algebra. On the other hand, the reducts (O(n a), V, 0, ©, 1) is an lc-semiring, where
zVy=2x0 (-zoy), for every z,y € O ). In following corollaries we shall use the name
lc-semiring for lattice ordered commutative semiring:

Corollary 2.5. Let (B, G) be a complete Boolean ambiguity algebra and (Os.q), ©, ©, =, 0)
be the orbit algebra. Then (Op.y, —, *, 1) and (O(w.G), V, 0, ©, 1) are MV-algebra and lc-
semiring, where * is an unary operation and the implication — is defined by x — y = Dy,
rVy=z0(-r0y), and 1 =0%, for all z, y € O q)-
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Corollary 2.6. Let (B, G) be a complete Boolean ambiguity algebra and (Os,qy, ©, ©, 7, 0)
be the orbit algebra. Then (O(s.c), —, *, 1) and (O(z,¢), V, 0, ©, 1) are strongly algebraically
closed algebra if they are algebraically closed and equationally compact, where * is an unary
operation and the implication — is defined by x — y=x @y, aVy =z 0 (—-x Sy), and 1 = 0%,
forall z, y € O cy-

Example 2.7. Let R denote the set of real numbers and let () denote the set of rational numbers.
For anyn € w, n > 1 we define L1 =40, 1/n,..., (n—=1)/n, 1}. Ifa and b are real numbers we
define a®b = min(a+b, 1), and ~a = 1—a. Suppose A is (QN[0, 1], ®, =, 0) or (Ly11, ®, 7, 0),
where they are MV-algebras. If B(A) denotes its R-generated Boolean algebra and G(A) is a
subgroup of the automorphism group of B(A), it turns out that (B(A), G(A)) forms an MV-
pair. Independently, a similar study of certain type of (B, G)-pairs which yield an MV-algebra,
so called ambiguity algebras.

Conclusions

Lacava in [16] proved that an MV-algebra is algebraically closed if and only if it is regular
and divisible. So, gathering up the theorems in Section 1, we obtain a representation of strongly
algebraically closed MV-algebras as regular, divisible, and equationally compact. Therefore our
results give further tools which can be suitable for Lukasiewicz logic and this can be the starting
point to develop a sort of Algebraic Geometry based on MV-algebras.
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CunbHo anrebpamydeckn 3aMKHYTbie MV -anaredpsbl

Amun Mouaxacu

(DaKyJ'H)TeT MaTeMaTU4YEeCKUX HayK
DapxXaHICKUii yHUBEPCUTET
Terepan, Vpan

Ansoranus. Ilesb 310 cTaTby — IMOJHOCTHIO OXaPAKTEPU30BAThH CUJILHO ajrebpandecKue 3aMKHYThIE
MV-anrebpsi, 06061ast pesysnbrar Jlakassr. Kpome TOro, MbI IPUBOAMM HEKOTOPBIE BEIYUCICHUS, CBSI3aH-
Hble ¢ anrebpamu opbut, anrebpamu BaiicGepra n nmosykonbmamu (JIlykameswna). Kurouesbie ciioBa:

MV-ajirebpa, CUIbHO ajirebpantdecK 3aMKHyTasl, ajredbpa opouT.
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Abstract. In this paper, we are interested in solving an optimization nonlinear programming problem
using a logarithmic barrier interior point method, in which the penalty term is taken as a vector r € RY.
The descent direction has been calculated using a classical Newton method, however the step size has
been calculated with a new technique of majorant functions and a secant technique. The numerical
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1. Introduction and preliminaries

In this paper, we are interested in the barrier logarithmic penalty method when using a new
majorant function technique instead of the classical line search method to determine the step
size ([1,2,4]).

1.1. The problem formulation

The problem to be studied in this paper is as follows:

{re i (P1)

In which: K = {x € R": Bz =¢, x > 0} is the set of feasible solution of (P1).

1.1.1. Assumptions
A1l g is nonlinear, convex, twice continuously differentiable function on K.
A2 B e R™*"™ is a full rank matrix, ¢ € R™ (m < n).

A3 There exists z° > 0 such that Bz? = c.

*boutheina.fellahiQuniv-setif.dz
Tbmerikhi@univ-setif.dz
© Siberian Federal University. All rights reserved
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A4 The set of optimal solutions of (P1) is nonempty and bounded.

For z* be an optimal solution in the problem (P1), there exists two Lagrange multipliers u* €
R™,v* € RY} such as:
Vg(z*) + Blu* —v* =0
Bz* =c . (1)
<vfx* >=0
We can write ¢* = ¢*(2*) = mingep- g(x) .
In the following, we replace the nonlinear constrained problem (P1) with a perturbed problem.
What is new in our work is that the term of penalty is taken as a vector r € R}.

1.2. The perturbed problem

In this section, we firstly define the function ¢ : R} x R"™ — RU{+oc} which is convex, lower
semicountinuous and proper function.
1 defined as follows:

zn:ri In(r;) — zn:ri In(z;) if z,r>0
P(ryz) =q = = , (2)

0 if r=0,z>0

+o00 if not

Now, the convex, lower semicountinuous and proper function
¢ :RY x R™ — RU {+00} is defined by:

n

g(z) + Zr,; In(r;) — Zm In(z;) if Be=¢; z,r>0
i=1

or(x) = O(r,z) = P . (3)

400 if not
Finally, the convex function m is defined by:

m(r) = inf{o(e); @ € R") (2)

m is clearly convex since of the convexity of ¢,.
We notice that the two problems (P1) and (P2) are coincided when || r ||— 0, then g* = m(0).

Our idea is to develop a new approach, which consist to determine the step size using a
majorant function technique. We begin by studying the existence and the uniqueness of the
optimal solution of the perturbed problem (P2) followed by the convergence study. The resolution
of the perturbed problem is based on the Newton descent direction and the majorant function
technique to determine the step size.

1.2.1. Existence and uniqueness of optimal solution of perturbed problem

In order to prove that (P2) admits one unique optimal solution, suffice it to prove that the
cone of recession of ¢, is reduced to zero.

Proof. According to the fourth assumption, (P1) admits one unique optimal solution then the
cone of recession Cj of g is reduced to zero, we have:

Oy ={d € R" : [glo(d) <0, Bd =0, d >0} = {0}
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[9]oo(d) is the asymptotic function of b, which define by:

[g]oo(d) — lim b(xO + td) — b(xO)

We have:
(6100 = Jool(d) if Bd=0,d>0
ree +o00 if not '

Then we deduce that: {d € R™; [¢,]c < 0} = {0}, wich means that Cy = {0}.

By taking into account that ¢, is strictly convex, we come to conclusion that the perturbed
problem (P2) admits one unique optimal solution which is denoted by z(r) € K, the set of
strictly feasible solution of (P2), in which

K={zeR":Bx=c, x>0}

1.2.2. Convergence of perturbed problem

According to the necessary and sufficient optimality conditions, there exists A(r) € R™ (as-
sumption 2) verify:

Vg(x(r)) —rX, 1+ BA(r) =0
{ g(x(r)) +BA) =0 0

Bz(r)—c=0

In which X is the diagonal matrix with diagonal entries X;; = z; Vi = 1, n.
We impose that

Fla(r), A(r)) = (Vg(x(r)) S Bt)\(r)> L

Bz(r)—c

The two functions » — x(r) and » — A(r) are differentiable on R}, by using the implicit
function theorem, we get

(T ) (@) = (). ®

where R is the diagonal matrix with diagonal entries R;; = 7; Vi = 1,n. And

ory  Org ory, ory Ory ory,

ory  Org ory, ory Ora ory,
Va(r) = , VA(r) =

0r, v, 0n, N O 0N,

ory  Org ory, ory Org ory,

Remember that the function m wich is differentiable on R’} is define by:

n

m(r) = g(x(r)) + Zrz‘ In(r;) — Zri In(z;(r)).

i=1
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We have
Vm(r) = (Vz(r)" (Vg(z(r) — X, 'r) + (e + 21 — 22).

In which ¢ = (1,1,...,1)t, 21 = (Inry,Inrs,....Inr,)" and 20 = (Inzy,Inz,,. .., Inx,)t.
According to (4) and (5), we get

Vm(r) =—(Va(r)'BAr) + (e + 21 — 22) =
= —(BVz(r))'A(r) + (e + 21 — 22) =
=e—+ 21 — 29.

For z(r) € K and since of the convexity of m, we get:

m(0) = m(r) —r'Vm(r) >

> g(z(r)) + Zm Inr; — Zri Inz;(r) —ri(e+ 21 — 20) >
i=1 i=1

> g(z(r)) + iri Inr; — iri Inz;(r) — Zri - iri Inr; + i” Inz;(r) >
i=1 i=1 i=1 i=1 i=1
n

> gla(r) - 3 ore
i=1

Taking into account that: ¢* = m(0) = min, g(x(r)).

Then, we come conclusion ¢* < g(z(r)) < g*+ i T

For the rest, we are interesting on the trajectory (;f: u}r(r) when || 7 || tends to zero.
a) The case in which g is only convex.

This case is a little complicated, we impose that ||r]|s < 1, and for that we note

NN

xz(r) €{x; Bt =¢, x>0, g(z) < n+g"}.

This set is convex, bounded and non empty, its cone of recession is reduced to zero.
It follows that each accumulation point of z, is an optimal solution of (P1) only if |r|| — 0.

b) The case in which ¢ is strongly convex with coefficient v strictly positif.
We have

r; = g(x(r)) —g(@*) > < Vg(z*),z(r) —z* > —|—g | 2(r) —2* ||.

K2

Using (1), we obtain

Then

1
n 2

e (2%
| z(r) —2* || < (,yz_; 1,)

1
We come to conclusion that the convergence of z(r) to z* is of order 3

Remark 1.1. If the problem (P1) or the perturbed problem (P2) will have an optimal solution
and the values of their objective functions are equal and finite, the other problem has an optimal
solution.
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The general prototype of our method is as follows:
0 Starting by (ro,z0) € R} x K.
1 Find an approximate solution of (P2) has been noted by xy1 such that:

O(ris Thg1) < O(re, Tr)-

2 Take: ||75+1loo < |7k ||0o-

The iterations continue until we obtained the approximate solution.

2. Some useful inequalities

Taking into consideration the statistical serie of n real numbers {z1, ..., z,}, we define their
arithmetic mean Z and their standard deviation o,. These quantities are defined as follows:

P IR YR

For the following result see [3, 6]

3\'—‘

Proposition 2.1.

_ . _ 0z
z—o,¥Vn—1 < minz; < 7Z— ,
7

Vvn—1

o
24—\/7271 < maxz < Z24+o0,vVn—1.
n — i

In the case where z; are all positifs, we deduce that:
ln(E—Uz Zlnxl <1 z—l—azx/n—l).
Theorem 2.1 ([2]|). Assume that z; > 0 for all i = 1,n, then:

Z A27

with:

Alz(n—l)ln(z—i— \/%) +In(z-0.vVn-1),

A=l (Z+o.v/n—1)+(n—1)ln (z— \/7%)

3. Solving the perturbed problem

Consider the following perturbed problem defined as follows:

m(r)zm@in{(/br =g(x —|—Zw Tiy i) :c,x20}.

In this section we are interested in the numerical solution of the problem (P1), we begin our
work by calculate the descent direction and the step size in which we use a new technique of
majorant functions.
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3.1. The descent direction and line search function

A descent direction d can be computed by various methods, in this task we choose the
Newton’s method and therefore d is given by solving the following quadratic convex minimization
problem:

{ ming (% < V2¢,(x)d,d > + < Vp(z),d > ) .
Bd=0

According to the necessary and sufficient optimality conditions, there exists p € R™ such
that:
V¢ (x)d + Vo (x) + B =0
Bd=0 '

Which is equivalent to

(Vzg(x);— RX2 %) (Z) _ <X‘1TBV9(:E)> .

From which we get

(@ o) (VQg(ngXQ Jf)t> (Z>:( & o) (XerVg(I))

Then
< V%g(2)d,d >+ < Vg(z),d >=<r, X 'd>—- < RX'd, X 'd>. (6)

This system is equivalent to

<Xv2ggc;(X +R XOBt) (X/jd) _ <r - X()Vg(x)) | -

The Newton descent direction being calculated.

3.2. Computation of the step size

Generally, the most used methods in the search line are the classical itterative methods as
Armijo—Goldstein, Wolfe, Fibonnaci, . .., but the computational cost in there becomes high when
n is very large.

In this part, we are interested to avoid this difficulty. The method that we use bellow is simple
and more effective than the first, it consists on the use of majorant function of the function 6.
The choice of the step size t* > 0 must give us a significant decrease of the convex function 6,

we have:
eo(t) = ¢r (x + td) ¢7( ) =
=g(z +td) — Zrlln (1 + ty;), y=X"td.

3

According to Proposition 2.1, we have: p < min;r; <r; Vi=1,n.

In which p=7—-0,v/n—1.
Then, we obtain
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‘We have

1

o' (t) = p<<Vg(x+td)d> Z”Ht%)
_ 1
p

2 Yi
<< Vig(x +td)d,d > +ZT171 n ty¢)2> :
And

n

1 Yi
— < Vg(z+td),d > — ,
p g( ) ;1“%
Y2

s
=~
—~

~
~

I

1" 1
0 - 2 td)d, d i
L(t) = p<v g(z + td) >+Zl—|—tyz)

We deduce from (6), that 6’ (O)+9 "(0) = 0, and we have 8" (0) > 0 wich give us that 6" (0) < 0.
Now it must to prove that 6;(0) < 0, we have:

a If y; > 0, it is clearly that 6;(0) <

b Ify; < 0, we deduce from (6) that 6} (0) 46, (0) < 0 and as 6, (0) > 0 we come conclusion
that 6,(0) <0

What is prove the significant decrease of 6.

3.3. The first majorant function

The choice of t* in which 6 (£*) = 6 (to:) = 0 consists of some numerical complications, so
generally we can’t obtain t* directly. To solve this problem, we propose to find an approximation
function of 6.

This method is based on the use of a majorant function 65 of the function 6.
In the following, we take: x; =1+ ty;, T =14ty, and o, = to,.

Applying the inequality Y In(z;) > A; (Theorem 2.2), we get that 6(¢) < 02(t) such that

i=1
1

02(6) = - (9(a -+ td) = g(x)) = (n = Vin(1 + ta) = In(L +15).

In which .
a=y+ yl, 5—y_0y\/m.
n—

‘We have

/ 1 a 8

92(t)—;<V9($+td),d> _(n_l)l—i—ta “ Ty

) =L < Vgl tddd> +(n—1)—" 4

2 = P g\ 5 n (1+to¢)2 (1+t[3)2

The domains of 63 is Hy =]0,T[ in which T = max{t : 1+ t8 > 0}, this domain is content
in the domain of the line search function 6.

We notice that : 6(0) = 01(0) = 05(0) = 0, 0;(0) = 05(0) < 0 and 6, (0) = 6, (0) > 0.

We prove that the strictly convex function 6 is a good approximation of #; in a neighbourhood

of 0, hence the unique minimum t* of 05 guarantee a significant decrease of the function 6;, and
we have the follows inequalities:

0(t*) < 01(t*) < O2(t7) < 0.
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3.4. Case when g is linear

We impose that g(z) = ctz, x,c € R”, the auxiliary function w is given by the following
form:
w(t) = mt — (n — Din(1 +ta) — In(1 + 1)

t
c'd
in which: n = —.
n
w have the same properties as 3, the unique root of w (t) = 0 is the minimum of #3. The
unique ¢ that we have guarantee a significant decrease of the function ¢, along the newton descent
direction d.

3.5. Case when g is only convex

In this case, the equation 9/2 (t) = 0 is no longer reduces to an equation of second degree, we
thought to look at another function greater than s, for this we use the secant technique. Given
t €]0,T] for all ¢ €]0, ¢, we have

gz +td) —g(x) _ gle+1d) - 9(@),

P D ot
Then the auxiliary function w is define as follows:
w(t) =nnt — (n — 1)in(1 +ta) — In(1 +¢B).

Such as, we take -
_ gle+7d) — g()
npt

)

and we calculate t* the root of the equation w'(t) = 0.

1. If £ =1 and T > 1 then ¢ is the optimal solution.
2. If t # 1, then

a If t* < t, in this case we have 6(t*) < 61(t*) < 62(t*) < w(t*), which means that we
assure a significant decrease of the function ¢, along the direction d.

b If t* > ¢, we must to choose another ¢ €]t*, T and calculate t* for the new auxiliary
function and repeat this until we have that t* < ¢, for example we choose

T=t 4+ (T —t); Celo1].

3.6. Minimization of the auxiliary function w

We have
w(t) =nnt — (n — D)in(l + ta) — In(1 4+ tB).

It is easy to calculate

’ - _ B (6% . ﬂ
) =m = (=)

2 2

V)= m-1)— 4 P

(1+ta)?2  (1+1t8)2

/ "

Then: w(0)=0, w(0)=n(n-7), w (0)=nF +03)=[yl>
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We impose that w'(0) < 0 and w” (0) > 0.
For getting t*, we need to calculate the root of the equation w' () =0 :
Equivalent to

naft® + (mla+B) —ap)t +1-7=0

L ifn=0,1t"= 2,
(0%

2. ifa=0,t=2""1
n

3. ifg=0,t-=2""1
770[

4. if naf # 0, in this case we have two roots of the equation of the second degree but there
is just only root ¢t* which belongs to the domain of definition of w, both roots are:

In which

3.7. The second majorant function

Here, we thought to find another approximation of #; simpler than 65 and has one logarithm.
Remember that:

01(t) = — (g(z + td) — g(x)) — Zln(l +ty); p=T—opvVn— 1.

D=

Using the inequality:
D Il +ty) = (ly | +ny)t+ It —¢ |y |).
i=1

Then, we get a second majorant function of 6 noting by 63 such that:

0s(t) = % (9(z +td) —g(z)) = (| y [ +ny)t —In(1 —¢ [ y [|)

e 1 Iyl
, _ Y
05(t) = - < Vglx+td),d>— ||y || —ny+ ———,
0g(t):1<Vg(x+td)d,d>+%.
p (I=tlyl)

The domains of 03 is Hz = [0, T3], with T35 = max{t;1 —1¢ || y ||> 0}.
We remark that:

o 05(0) = 61(0) =0,

’

1 /
o 65(0) = P < Vyg(z),d > —ny = 6,(0) <0,
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1 ]_ 1"
¢ 05(0) = < Vg(e)d.d > + |y |P= 0 (0) >0,

The strictly convex function 03 is a good approximation of #; in a neighbourhood of 0, the unique
minimum t* of 3 guarantee a significant decrease of the function #;, and we have:

0,(t") < 0:(t") < 05(%).

3.7.1. Minimization of an auxiliary function

Let us define the convex function ws, where it’s minimum is reached at t*.

wa(t) = nnt — (| y [ +ny)t —In(1 =t [l y |).
It is easy to calculate

Ly |l

wy(t) =nn— || y || —nf + ——,
2 T—tllyll

T
@O =TTy e

Then: wp(0) =0, wh(0) =n(n—7), ws(0) =] y]>
We impose that w,(0) < 0 and w, (O) > 0.
For getting t*, we need to calculate the root of the equation w,(t) = 0.

4. Description of the algorithm

In this part, we present the algorithm which resume our study to obtain the optimal solution
x* of the problem (P1).

4.1. Algorithm
1. Input € >0, 7, >0, xg € K, X with X (i,1) = zo(i), r € R}, 6 € [0,1]".
2. Iteration

* Calculate d and y = X ~'d

(a) If |y ||> e do
al Calculate n, a, 8 and solve the equation W (t) = 0 for obtain t*.
a2 Calculate = z + t*d, and return to ().

(b) If | y ||< €, we obtained a good approximation of m(r).

i If ||r]] = rs, » =9 x r and return to (x).
With § x 7= (61 X 71,...,00 X T0).
ii If ||r|| < rs, Stop. We have a good approximation of the optimal solution.

5. Numerical tests
In the tables bellow, Iter represents the number of iterations to obtain x*, Min represents
the minimum and T(s) represents the time in seconds. Method 1 corresponds to the method of

majorant function introduced in this work, method 2 corresponds to the method of majorant
function introduced in [1] and method 3 corresponds to the classical line search method.
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5.1. Examples with variable size

Example 1. Quadratic case [4]
We consider the following quadratic problem with n =m + 2

g" =min{b(z) : Bx = ¢,z > 0}.

In which: 1
g(x):§<:c,Qx>.
With
2 ifi=j=1 or i=j=m 1 if 1=
.. )4 if i=j and ¢ #{l,m} o )2 ifdi=5-1
QU= 2 it i=j—1 or i=j+1 » BEI=V3 izj 2"
0 otherwise 0 otherwise

g =1Vi=1,n, Vj=1,m.
We test this example for different value of n.

Example 2. Erikson’s problem [5]
Consider the following convex problem:

¢g" =minf[g(z) : Bx =¢, z > 0].
Where g(z) = Y z;In (;), a;,b; € R are fixed, and
i=1 i
. 1 if i=j or j=i+m
B[Z’]}{ 0 if not '

We test this example for different values of n, a; and b;.

6. Tables

Table 1. Numerical simulations for Example 1

Method 1 Method 2 Method 3

n Min  Tter  T(s) Min  Tter T(s) Min  Iter  T(s)

4 0.285 8 0.0061 0.285 9 0007 028 14 0.019

50 5.37 0.019  5.372 0.021 5.374 14 0.053

6 7
100  10.924 6 0.065 10.927 7 0.08  10.93 14 0.188
500 553722 8 14.5 55372 7 13.8 55374 14  29.815

Table 2. The case where a; = 1 and b; = 6,Vi = 1.n (Example 2)

Method 1 Method 2 Method 3
n Min  Tter  T(s) Min  Tter T(s) Min  Tter T(s)
10 32.94 3 0.0038 32.95 3 0.004 3295 4 0.018
50  164.79 4 0.026  164.79 4 0.025 164.79 6 0.082
500 329.57 5 0.1 32958 5  0.076 32958 6 0.23
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Table 3. The case where a; = 2 and b; = 5,Vi = 1.n (Example 2)

Method 1 Method 2 Method 3
n Min Iter  T(s) Min Iter T(s) Min Iter T(s)
10 0.62x10=% 2 0.0021 0.66x10~7 2 0.002 9.09x10% 3 0.01
50 0.1x10°7 3  0.0028 0.11x108% 3 0.003 18 x10* 4 0.07
500 0.75x 107 3  0.0045 0.76 x 10~7 3 004 1.03x107%* 5 0.22

Conclusion

The effective numerical simulations show that our approach is a very important alternative
and gives an encouraging results compared to the classical line search method. However, it
competes with the method introduced in [1] where r € R.
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JlorapudmMnyeckuii 6apbepHbIil I10X0/JI C NCIOJIb30BaHUEM

Ma>KOpaHTHOUN (PYyHKIINM JIJIsT HeJIMHEITHOTO
MIporpaMMUPOBAHUSA

Byreiina ®ennaxn
Bauup Mepuxn

Jlaboparopusi pyHIaMEHTAILHON U BHIYUCIUTEIHHON MaTeMaTHKU
Yuusepcurer Pepxara Abbaca
Cerud 1, Cerud, Amxup

Awnnoranusi. B manHoil crarbe HAC MHTEpECyeT pellleHre ONTUMU3AIMOHHON 3aa9i HeJIMHEHHOrO 1IPOo-
rpaMMHUPOBaHUS C UCIIOJb30BAHUEM METO/A BHYTPEHHUX TOYEK C JIOrapudMUUeCKUM OapbepoM, B KOTO-
pom mrpadHoil wien 6epercsa B Bune BekTopa T € R’} . Hampasiemnue crmycka OBLIO PacCIMTAHO C HC-
[I0JIb30BaHUEM KJlaccuyeckoro Merona Hpiorona, oiHako pa3Mep ara 6bL1 PACCIUTAH C UCIIOJIb30BAHUEM
HOBOI TEXHUKN MaKOPAHTHBIX (DYHKIUN M TEXHUKU CEKYIINX. UUCIEHHOE MOJETUPOBAHNE MOKA3BIBAET
HaM 3P HEKTUBHOCTD HAIIETO MTOX0/Ia 0 CPABHEHUIO C KJIACCHIECKUM METOJOM JIMHEWHOTO MTOMCKA.

KuroueBrble ciioBa: HeJWHENHOE BBIIYKJ/IOE MPOrPAMMUPOBAHUE, METOJI JOrapudMUIECKUX IITPadOB,
JINHEHHBIH ITONCK, MAa>KOPAHTHAs (DYHKIUS, METOJ, CEKYIITIX.
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1. Introduction and preliminaries

Hypergeometric functions were studied in the 19th century by many famous mathematicians
such as L. Euler, C.F. Gauss, E. Kummer, B. Riemann. Most of the researches were on one vari-
able series. At the end of 19th and the first half of 20th century the hypergeometric functions
were widespread considered, including several variables cases. Among them are the functions
studied by G.Lauricella [11], J.Horn [8], P. Appell [3] (see also the books [4,5]). The hyper-
geometric functions are still attractive recently (see [2,6,13,14]). According to Horn [8] the

series
H(J:lw"?xN): Z Caxa (1)
aeNN

is called hypergeometric if the relations of neighboring coefficients

hi(a) = 2t =1, N, 2)

Co

(where the set of e; composes the standard basis in Z"), are rational functions in variables
a = (a1,...,ay). Limit values of functions b, along fixed directions s = (s1,...,sy) € RV \ {0}

Pi(s) = lim b,(ks)

play an important role. We call the vector limit

sBL) B <<4311<s> v ’BA}(S)>

the Horn parameterization or Horn uniformization for the hpereometric series (1). These vectors
define the conjugative radii of convergence for the series (1) (about the conception of these radii
see [16, Sec. 7, ch. 1]).

*phquangkhanh@gmail.com
© Siberian Federal University. All rights reserved

- 540 —



Quang Khanh Phan Series of Hypergeometric Type and Discriminants

In this paper we study the hypergeometric type series. Roughly speaking, these series satisfy
the following conditions: there is a sublattice L C Z" of rank N such that the restriction of H
on the shifts of L are hypergeometric. The details about the hypergeometric type series refer to
the Section 3.

We are interested in the hypergeometric type series in order to investigate the solutions to
universal systems of polynomial equations. In particular, we intend to apply the discriminant
apparatus considered here to the calculation of the convergence domain of these series.

Consider a general system of n polynomial equations with n unknowns y1,...,yn:
Z a(Z)A i=1,...,n, (3)
A€AW)

where A are the finite subsets of Z" and y* = yi‘l ...y, We assume that all coefficients af\i)
are independent, and call (3) an universal algebraic system. Applying the Stepanenko’s formula
(see [10]) we get the hypergeometric type series presenting the monomials with positive integer

exponents of the principal solution to the system (4).

1
We will explicit the relation between the Horn parameterization W for these series and
S
the parameterization ¥ of the discriminant locus V of the system (4) (see more about ¥ and V
in Section 2.). According to result in [1], the parameterization ¥ is the inverse of the logarithmic
Gauss map for V. (The logarithmic Gauss map v : V ¢ CV — CPN~! for a hypersurface V,
defined by polynomial P, can be defined by the formula

(z1y. .oy 2n) —> (2101 P(2) -+ 1 2,0, P(2)),
where 0; is the derivative 0/0z; (see [9,12])).

1
According to Kapranov’s result in [9], the Horn parameterization % for the hypergeometric

series coincides with the parameterization ¥ = ! of the discriminant locus V. The following
theorem gives an extension of the Kapranov’s result in [9] for the series of hypergeometric type
representing monomials of solutions to the reduced system (4).

Theorem 1. The Horn parameterization for the series (6) and the parameterization ¥(s)

b
P(s)

of discriminant set for the system (4) coincide:
1
—
RY
2. Reduced systems and their discriminants

Following the paper [1] we consider the reduced system of the system (3) in the forms

g Y a—1=0, j=1,....n, (4)
AeAG)
where each m; is a positive integer and AU) does not contain A =0 and \ = ,...,mj,...,0).

Denote by V° the set of all the coefficients for which the system (3) has multiple zeros in
the torus T = (C\ {0})™, i.e. the Jacobian of P equals zero. The discriminant locus V of the
system (3) is the closure of the set V¥ in the space of coefficients of polynomials Py, ..., P,.

Denote the matrix

A= (AD LA™Y = (A, AN,
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where A\ = (\¥ ... AT € AU are column-vector of exponents in monomials of equations (4).

Also let w,, denote the n x n-diagonal matrix with values — on the diagonal. Consider the
m;

matrices

d:=wA, D:=—y,
where x is the matrix, whose i-th row is assigned by the characteristic function of the subset
A® < A, ie. elements of this row are 1 at the position A € A and 0 at all positions A € A\A®
In addition, ¢ denotes the rows of ®, and ¢ denotes the rows of ®. Their elements are

denoted by i and @y correspondingly. We can interpret each row . as a sequence of vectors

oM o™,

We will follow two copies of C¥. The first one is C2 with the coordinators x = (x,), and
the second one is C2 with the coordinators s = (sy) constructed as a space with homogeneous
coordinators for CP" . Following the result of Antipova and Tsikh (see [1]), the map

U:CPY e =AY x-x T

z(") Y

from a projective space to the space of coeflicients = (x) of the system (4), defined by

0 (s o
mg\j):_ fA <<pk75> 7 )\EA(j), ji=1,...,n, (5)
<90j78> k1 <90k78>

gives the parameterization for the discriminant locus V.

3. Solutions to reduced systems of algebraic equations

For the solution y = (y1,...,¥n) to (4), we consider the series representing the monomial
function y* = yi* ... yi"

yH = Z Cax®. (6)

We focus on the so-called principal solution to system (4): they satisfy initial condition
y(0,...,0) =(1,...,1). When g, > 0 the Stepanenko’s result [10] claims that the coefficients ¢,
in (6) admit the following expression:

o = (—1)FFON T, Ry, (7)
where
[T 0(E 4 (o), 0))
T, = = ;
T(ey + 1) 121 DB 4 (pj ) = Y0 ai) 8)

i€ A D)

,:]2

Il
i

7

Ry = det (5@ - —<w§])7a(])> )
wj + (pj, ) (uf)ePax P

with P, C {1,...,n}. We call T',, the gamma-part and R, the rational-part of the coefficient c,.
Remark that according to expressions (7) and (8) ¢, admits the expression

M
o =t*R(e) [T ({a;, ) + b)),
j=1

where t* = {3, t;,b; € C, a; € QV, and R(a) is a rational function. In the case
when a; € ZN this expression presents the general coefficient Ore-Sato for hypergeometric series
(see [7,15]).
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4. Horn parameterization for hypergeometric type series

Here we give more details for the definition of the series of hypergeometric type and construct

for them the analog of the Horn parameterization. Let e, ..., ex denote the standard basis of Z%
ie. ex=(0,...,1,...,0) with 1 being on A-th position. For a given v = (v1,...,vx) € (N\{0}H)¥
we consider the sublattice L, C ZY generated by vieq,...,vyen. For two vectors v, s € ZVN we
define their product vs := (v181,...,UNSN).

Definition 1. We say that the power series
> cat® (9)
aeNN
is of hypergeometric type if there exists v € (N'\ {0})" such that all subseries
H, .= Z Cax® = tv Z it e,
a€l+L, NNN seNN

are hypergeometric in variables ty = 2\*, where ¢ = ¢;4,, and J is the sequence of all represen-
tatives for the factor ZV /L,

J:{(ll,,lN)EZnongSVZ—].,Z:].,,N}

The subseries H; is hypergeometric iff all the relations
C/
Ra(s):= =2 X=1,...,N, (10)

/
S

are rational functions of variables s = (s1,...,sn).
Proposition 1. The series (6) with the coefficient (7) is a hypergeometric type series.

Proof. For a vector v € (N\ {0})" we take v = (,...,7) where 7 is the least common multiple
of my,...,my.
According to (8), the relations (10) become

v(s+te r Ts+Te -1)7 TS+TeE
Ry (s) = Lrvlsten) _ Dlirst 2 ED Rigroires  \ 0 N ey (11)

Cl+vs FH—‘FS RH“"S

where J = {l = (l1,...,In) : 0<1y,...,Iy <7 —1}. The power of the exponent (—1)" comes
from
(—1)ltT(sten)

e = DT =7

where |a| :=a3 + -+ + an.

Here | + 7s denotes the restriction of « on the shifted lattice [ + L, (i.e. a =: 1+ 7s for some
l € J). Thus I'jy,s and Ry4,s are correspondingly the restrictions of the gamma-part T',, and
the rational-part R, of the series (6) on the such lattice. It is clear that the second ratio in (11),
the ratio for R, is a rational function in s.

Introduce denotations

A =0k = (Qr1s - OkN)s Antk =Pk = (Priyr - PrN), Azngr = €n,

and rewrite (8) in such a way

n

[T T({Ap, @) +np)

T, = r=
@ 2n 2n+N ’
[T TUApa)+m) I T((Apa)+1)
p=n+1 p=2n+1

- 543 —



Quang Khanh Phan Series of Hypergeometric Type and Discriminants

where 7, are some constants independing on . To compute the ratio of gamma-parts in (11)
we use the Pochhammer symbol

_D(z+Ek)
(z)k—w—,z(z—kl)...(z—i-k—l)7 k e N\ {0}

and the denotation g := (A, 7ex). Then it leads to

H1(<Ap7 a) +1p = 1+ g5)g)
o

Foc+7'e/\ _
T, - 2n 2n+N :
[I (Apa)+mp—1+aq)ey I ((Ap, o) +43)0
p=n-+1 p=2n+1

With a = [ + 7s, we get the ratio of gamma-parts restricted on the shifted lattice [ + L,:

n

[T (T Ap,s) + 1) + @)y
Fl+TS+T€)\ _ p=1

Titrs 2n 2n+N ) (12)
[T ((rAp,s)+m+ap)ey IT (Tlexss) +Ix+ap)g
p=n-+1 P op=2n+1 b

where constants 7, are independent on s.
Since m; divide 7, the delation 74, in (12) is a vector with integer coordinators. Then its

FlJr'rer'reA

turns out that the relation in (11) is a rational function of the variables s1,...,sn.

l+T1s

Thus the series (6) is of hypergeometric type. O

According to Horn (see [8]) the convergence radii of hypergeometric series are defined by the
limits
Tli)r&hi(rs)a i = ]-a"'»N,
where the rational functions b, are defined by (2). In the hypergeometric type case, the conver-
gence radii of the series (9) are defined by the limits

Rl

Ba(s1,...,sy) = lim (Ra(rs))”, A=1,...,N, (13)

r—00
where R, are rational relations (10) and 7 is the least common multiple of vy,..., vy,
(s1:---:8N) € RPN-1 5, > 0. Indeed (81,...,8n) are homogeneous coordinates in (CIP’N_l,

and the limits *33; are rational and homogeneous of degree zero. They depend only on the ratio
s=2581:-++:8n. The vector limit

m@) - (&ml(s)’“"mzvl(s>>

are called by Horn parameterization (or Horn uniformation) for hypergeometric type series since
Horn is the first person who considered such a limit for hypergeometric function (see [9]).

5. The proof of the Theorem 1

According to (12) we get the following formula for the limit values of relation (11) along
direction s := (s1,...,sy) € RV \ {0}.
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Proposition 2.

Palst,....sn) = (@), 8) ﬁ <<<€p,si>‘9m.

Proof. From the ratio (12) and the limits (13),

1
|:Cl+7rs+‘re,\:| T o hm |:Fl+”rrs+7'ek (_1)T R‘lJrTTSJr’TE)\

PBa(s1,...,sn5) = lim
’ ’ Fl+TT$ Rl+7"r's

r—0o0 Cl47rs

—: — lim <A~B-C>%,

r—00
where

n

TT((rAp,s) + 1)+ )0

A= =l
T 2n @ 2n+N . @ ’
[T (rdp,s)+m+F)ey 1T (rlex,s) + 2+ F)p
p=n+1 p=2n+1
B Tqi\+...+q$l

A A A A I
an+1+”'+q2n . an+1+'“+q2n+N

det 5@) B ((psj),l(j)+T€gf)>+<Lp§j),TTS(j)>
O i witH(eil+rex)+{p;,Trs) (,§) € Pa X Pa

(4) _ (saﬁj),l<f)>+<¢§">,TTSU)))
! <5i i@ )2 mr8) ) (5 j)e Pox P

Recall that
A = (Qr1s- > PrN)s Angk = (Pr1s - PrN)s  Ao2nr = €n,
q;‘ =(Ap,Ter), pe{l,...,2n+ N}.

Since ey = (0,...,7,...,0) with A € {1,..., N},

TOpA with 1 < p < n,
A TPy withn+1<p<2n,
L with p = 2n 4+ A,
0 with p > 2n and p # 2n + A.

Thus
G+t = (Pt + On)T, B+ Gy = T
and with the notice that A € AU) for some j,
G+t G = (Pra+ -+ Gn)T = (P1a+ -+ @nr — DT
The sums in (17) and (18) lead to

TPt tonn)T

= =1
(@it t@ur—1)T . 77 )

Let 7 tend to the infinity we obtain the limits:

[1(A,, )%
p=1

lim A = ,
r—00 2n N
[T (Ap, )% {ex, )7
p=n+1
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det ( 5@ _ <«:E”,rs<i>>)
‘ (3s79) ) (i j)ePox Pa

¢ = ; DG _ 1L
r—00 det (5(]) _ M)
i (¢j,75) (1,7)€ Pa X Pa
Thus
1 H <Ap, 5>q;‘ T
i (A'B'C')T: p=1
r—00 - )\
(ex; )™ II (Ap, )%
p=n+1

Substitute coordinators of the vectors A, formulated in (15) and the value of g7 in (16), then
1

the limit lim (A -B- C) T equals

T—00

n T
[1 {pp, 5)7%%
p=1
2n B
(ex; )™ II (Bp—n,s) F@=—m0
p=n+1

1
In the square brackets each factor is an exponentiation with the power 7. The radical — applying
T

on the square brackets leads to a simpler expression for the limit:

n

[1 {pp, 5)%7
p=1

2n

(ex,s) I1 (@pn,s)P@-—mn
p=n+1

Rewrite the index for the production in the denominator of the last expression, it will become

<¢j75> <@p,3>%k

(exr5) T1 (@prs)orn

n
I1
p=1
n
I1
p=1

Combining the factors with the same index under the production signs in the numerator and in
the denominator of the last expression we will get the result:

o )

p=1

Consequently we get the formula for the limit By:

S ()

p=1

(B)\(Sl,...,SN) = —

The proposition holds. O

Now we are ready to prove the Theorem 1.
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Proof of theorem 1. From (5) and (14) it turns out that
. 1 )
2= — AeAD) j=1.. . n
A

Thus the parameterization ¥(s) for the discriminant locus V of the system (4) composed by the

coordinators xg\j) coincides with the limit vector of the hypergeometeric type series (6) composed
1

by the coordinators qT The theorem holds. O
A
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Pﬂ,[[bl ruiepreoMeTpmieCkKoro Tuiia m JUNCKPUMHMHAHTDI

Kyanr Xanp ®@an
Cubupckuit de1epalibHbli YHUBEPCUTET
Kpacnosipck, Poccuiickass ®@eneparnys

Awnnoranusi. OfHOYIEH pelleHuil pelyIMPOBAHHON CUCTEMBI aJirebpaniecKuX ypaBHEHUN [1peCTaBIIs-
er coboit psij runepreoMeTpudeckoro tuna. Mel pacipocrpaHsiem pe3ynbraT XopHa-KapupaHosa (mist
TUIIEPreOMETPUHIECKUX PSJIOB) HA CJIyHdail PsJIOB THIEPreOMETPHIECKOTO THIIA.

KurogyeBbie cjioBa: psijibl IHIIEPreOMeTPUIECKOro TUIIA, JIorapudMuaeckoe orobpakenue [aycca, Juc-
KPUMUHAHTHOE MHOXKECTBO, PEyIIMPOBAHHAS CUCTEMA, COIPSI>KEHHBIE PAJIUYCHI CXOJINMOCTH.
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