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Abstract. Deformation study for monolayer graphene film on Pt substrate is performed by computer
simulation. The surface potential simulates the substrate. Carbon atoms in graphene interact with each
other and with the potential of the substrate. The minimum of potential energy determines the position
of carbon atoms. Transverse strains of graphene are energetically advantageous due to the strong bond
between carbon atoms. Longitudinal deformations in graphene are small. The model uses the Lennard—
Jones potential to calculate the substrate potential. The potential parameters are calculated from the
equilibrium state of the unperturbed system and experimental data. The surface potential is calculated
for one unit cell and translated by parallel transfer to the entire substrate. The interaction between
carbon atoms is also described by the Lennard—Jones potential. Moire patterns in graphene have a
honeycomb superstructure. The model calculates the dependence of the period for the moire pattern on
the angle between the main directions of the crystal lattice on the substrate and graphene. The period
of the moire superlattice decreases when the film is rotated according to a nonlinear law. Calculations
show a large distance between the substrate and the graphene film. The simulation results are in good
agreement with the experimental data.

Keywords: graphene, surface potential, moire pattern, Lennard-Jones potential.
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B0

Inroduction

Moire patterns occur on the surface of monolayer graphene under the substrate action [1, 2, 3].
The cause of moire patterns is the mismatch between the crystal lattice periods of the metal sub-
strate and graphene. The bond between carbon atoms in graphene is stronger than carbon with
support atoms. Therefore, vertical strains of graphene are energetically more advantageous than
longitudinal strains. These vertical deformations form a periodic superstructure that manifests
as a moire pattern. Moire patterns are formed in graphene on various substrates: Ru [4, 5], Ir
[6, 7], Rh [8], Pt [9, 10], Cu [11], Pd [12], Co [13], Ni [14]. Crystals with a face-centered crystal
lattice serve as a support for the graphene monolayer. As a rule, the surface of the substrate
coincides with the plane (111). In this case, the atoms on the substrate surface form a hexogonal
structure. The parameters of the moire pattern are determined by the ratio of the periods for
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the free graphene lattice and the substrate. The moire superstructure period also depends on
the mutual orientation between the crystal lattices of graphene and the substrate. Increasing the
angle between the main directions in the lattices reduces the moire pattern period.

The Pt (111) substrate is of particular interest due to the weak interaction between carbon
and platinum atoms. Van der Waals forces dominate the interaction between platinum and
carbon atoms [15]. The weak interaction between atoms makes it possible to create graphene
films oriented at different angles [16]. These capabilities provide a wide variety of moire pattern
periods.

The main problem of modeling moire patterns in graphene is the choice of interaction po-
tential. The method of classical molecular dynamics with Tersoff potential [17] demonstrated a
wide variety for moire superstructures. The application of the same method with Lennard—Jones
potential did not produce interesting results. The density functional method allowed to simulate
epitaxial growth of graphene on the Pt (111) surface at angles 0 and 30 [18]. Calculations showed
the dependence of the moire patterns period on the location of the graphene monolayer relative
to the substrate. Also, the density functional method considers the competition between the
interaction energy with the substrate and the energy of elastic strains of graphene [12]. Cal-
culations from the first principles for six different graphene orientation angles [19] confirmed
a weak bond between carbon atoms and the substrate. The geometric superposition model of
two mismatched hexagonal lattices [20] predicts the appearance of periodic beats that appear
as moire patterns. The system of equations in this model has solutions well consistent with
the experimental data for Pt (111). Atomistic modeling based on minimizing van der Waals
energy [21] is also well consistent with experimental data. Mathematical formalism based on the
two-dimensional Fourier transform [22] also leads to the inevitability of the appearance of moire
patterns on substrates when there is a mismatch between crystal lattices. However, the authors
of this work do not give the results for comparison with the experiment. All of these methods are
computationally demanding. Lennard-Jones’s potential is one of the easiest to describe van der
Waals forces. A computational scheme based on this potential allows simulating systems with a
large number of atoms and controlled accuracy.

Previous articles of the authors have shown that the influence of the substrate can be repre-
sented as a periodic potential [23, 24|. Deformations of the monoatomic film under the action
of the substrate are described by minimizing the total energy for films atoms [25, 26]. Pre-
viously, the authors considered longitudinal deformations of thin films. This paper develops a
method for calculating the surface potential and behavior of monoatomic films in it for transverse
deformations and the formation of moire patterns.

1. Model

Intermolecular forces determine the interaction between carbon atoms and the substrate, since
there is a large distance between them. These forces can be approximated by the Lennard—Jones

potential [27] in this case.
oN1Z g6
ULc(r) = 4e ((7”) — (;) > . (1)

€p is a parameter that determines the depth of the potential pit. o is a parameter that determines
the position of the energy minimum. Both parameters depend on the type of atoms that interact.
These parameters can be determined from comparison with experimental data.
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We use the surface potential approximation [24, 25] to study the influence of the substrate
on graphene. The monolayer film is placed at an external periodic potential in this approach.
Substrate atoms create this surface potential with van der Waals forces. The first step in the
model determinates parameters for free graphene without a substrate. The second step calculates
the potential of the substrate. The third stage consists in placing graphene in the potential of
the substrate and finding its equilibrium state.

Monolayer graphene forms a hexagonal lattice of carbon atoms in free-state. The model
calculates the interaction energy We of one carbon atom with the rest of the atoms to determine
the Lennard—-Jones potential parameters.

v ((55)-(2))

i,5)
ri; is the distance between the selected carbon atom and the carbon atom numbered (i,75). ec
and o¢ are Lennard-Jones potential parameters for carbon atoms in graphene. There is a KIM
repository of Lennard-Jones potential parameter values for various atoms [28]. However, this
repository builds on experimental data for the most common crystal lattices. Calculations show
that a change in the type of crystal lattice leads to a change in the o parameter in the Lennard-
Jones potential [28]. This parameter requires a separate calculation for graphene. The repository
contains parameters for graphite. The model calculates the W energy for only one atom. The
rest of the atoms will have the same energy.
The graphene lattice is two triangular sublattices. The atom with the number (4, 5) in the
first sublattice has coordinates:
g1 a
Ti; = <z+2—2>a+2,

3 1
yz‘j=£ i+ )t —.
2 3 2v/3

The atom with the number (4, j) in the second sublattice has coordinates:

.+j 1 +a
zi=t+=2—=)a+ =,
J 2 2 2

V3.1 a
yij:7 ]—g CL+27\/§

The graphene lattice is shifted so that one of the atoms is at the origin. All carbon atoms have
the same energy. The energy We is calculated for the atom at (0,0). The distance r;; to the
atom number (4,7) is directly proportional to the lattice period a. Substituting r;; into the
formula (2) gives an expression similar to the Lennard—Jones potential.

We = dec <A(n) (‘LC)12 — B(n) (”C)G) . (5)

(4)

a a

The coefficients A(n) and B(n) depend on the number of atoms considered n. Calculations
performed for n = 20. Increasing the number of atoms n > 20 has little effect on the result.

The calculations determine the oo parameter from the requirement to minimize the interac-
tion energy.

oWe

Oa a=ac

—0. (6)
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a is the period of the crystal lattice in graphene. ac is the experimental value of the lattice
period in graphene. Substituting the experimental value ac = 2.46 A [29] into formula (6) and
solving the equation yields a value o = 1.2850 A. The calculations use an array with 1000
atoms. The results of the calculations show that you can limit to an array of 400 atoms. A
further increase in the number of atoms in the system gives corrections in the fifth sign after the
comma. Further calculations use the value from the KIM repository ec = 6.3695eV [28] for the
second parameter. This parameter cannot be defined for simple geometric reasons and energy
minimization.

The model requires the determination of parameters in the Lennard-Jones potential for the
interaction between platinum atoms to calculate the surface potential. Platinum has a face-
centered cubic lattice with a period bp; = 3.920 A. Two types of atoms are distinguished in a
unit cell by the number of nearest neighbors. The first type of atoms is located at the top of the
cube and has energy Wp;;. The second type of atoms is located in the center of the face and
has energy Wp.o. Both energies are calculated using the formula (7).

W = depy Y <(?’;>m — (‘;Pjt>6> (i=1,2). (7)

(4,9)

The distance between the atoms r;; depends on the number of the atom (4, j) and the period of
the crystal lattice b.

The average energy per atom accounts for the number of each type atoms per unit cell. One
atom of the first type and three atoms of the second type are per unit cell. The average energy
per atom is determined by the weighted sum of energies.

1 3
Wpy = ZWPtl + ZWPtQ- (8)

Minimizing energy per atom gives an equation to compute the parameter o p;.

OWpy
O0b  lb=bp,

~0. 9)

Substituting the experimental value bp; =3.920 A into equation (9) gives the value o p; =2.5420 A.
The calculations use an array of 10000 atoms. The value of the parameter goes to a stable value
starting from 8000 atoms in the system. The model uses the second parameter from the KIM
repository ep; = 3.1401eV [28].

Surface potential Wgp, calculations also use Lennard-Jones potential.

12 6
g g
Wepy = 4€CPtZ ((?) - ( f?t> ) (10)
j J J

r; is the distance from the atom number j to the point with coordinates (z,y, z).

The model uses combining rules [29] for Lennard-Jones potential parameters when calculating
the surface potential.

6 6 \ 1/6
_(%c1top
gort =\ T )

6
VOCOopt
ECcPt = VECEPt ()
OCPt
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oc1 is a Lennard-Jones potential parameter for the interaction of carbon atoms with neighboring
layers. The parameters in the Lennard-Jones potential for graphene and for the substrate do
not match (oc¢1 # o¢). The model uses a value for o¢; that is characteristic of the interaction
between graphite layers. (o001 = 3.5523 A, oopy = 3.2319 A, ecpy = 2.8896 €V).

Surface potential calculations use a 100 x 100 atom site and three layers of platinum atoms.
The model is limited to only three layers, since the Lennard-Jones potential decreases rapidly
with distance and the following layers contribute little to the potential value. The surface layer
of atoms is located in the z = 0 plane. The substrate occupies a half-space z < 0. Surface
arrangement of atoms corresponds to plane (111). The following layers of substrate atoms make
a small contribution that does not significantly affect the potential value. We calculate a fragment
of the potential located in the center of the site and having an area of one unit cell. The potential
of an unrestricted substrate consists of combining such fragments produced by parallel transfer.
If the height z above the substrate surface is fixed, the potential has the form of a periodic
structure with the maxima and minima clearly identified. The height of the extremes depends
on the distance from the point of space to the substrate z.

Graphene atoms are located in the external potential W pi(z,y, 2). The model also considers
the interaction between carbon atoms in graphene. The total energy per carbon atom near the
substrate is the sum of two energies.

Wi(xayaz) = WCi(x,y,Z) + WCPti<xayaz)' (12)

i is the number of the carbon atom.

The interaction energy between carbon atoms in graphene significantly exceeds the inter-
action energy with the substrate. Graphene longitudinal deformations do not exceed 5% [15].
Therefore, the model uses a quadratic approximation for the energy of the interaction forces
between graphene atoms.

Wei = Z Tw (13)

K is the elasticity coefficient, z;; is the distance to the nearest neighboring atom. Calculations
used K = 10. This elastic coefficient provides the desired longitudinal deformations.
The energy minimum condition determines the coordinates of the carbon atom.

8W1(-'If, Y, Z)
or

aWz(xa Y, Z)
dy

OWi(mvya Z)

=0
’ 0z

=0, =0. (14)
The model solves the system of equations (14) for each carbon atom in graphene number i.The
central graphene atom is initially placed above the central minimum of the substrate potential.
The Monte Carlo method is used to solve this system of equations. The solution is obtained
iteratively. Graphene film is flat in initial state. One iteration involves trying to shift the
graphene atom by a random vector. If the displacement reduces the energy, then a new position
of the atom is accepted, otherwise the atom returns to its original position. The algorithm ends
when the next iteration changes the position of all atoms less than 1%.

2. Computer experiment results

Computer simulation is performed for a system having a size 100Ax100A. The undisturbed
graphene film is above this site at the initial stage. The model calculates the equilibrium position
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for each graphene atom in the external substrate potential. The calculations vary the positions
of the atom by three coordinates. The first computer experiment examines a carbon system with
angle 8 = 0° between the main directions of the crystal lattice for the substrate and graphene.
Fig. 1 shows the results of the calculations. The figure shows a 50Ax50A film fragment to
zoom in.

A

3.336

s & & & Muw
H@ \ @ @' 3283

3.257

20

n ® 8 @ @ <

3.230
3.204

3.177

3.151
—40
@ 4@ @ @ @ 3.124
- 40 -20 0 20 40
x. A

Fig. 1. Arrangement of carbon atoms above Pt substrate for § = 0°. The height of the atoms
above the substrate is shown by the intensity of gray

Fig. 1 shows vertical strains of graphene. Deformations are periodic and form a honeycomb
superstructure. The boundaries of the cells for the superstructure are determined by the atoms
closest to the substrate. The superstructure period is d = 25.4 A. The lower boundary of the
graphene film is located at a distance z = 2.865 A from the substrate. Fig. 2 shows a 3D image
of a moire pattern in the graphene.

40 —40

Fig. 2. 3D image of moire pattern in graphene

— 440 —



Sergey V. Belim, Ilya V. Tikhomirov Moire Patterns in Graphene on Pt(111) Substrate. ..

In the second modeling step, the graphene film is rotated relative to the substrate. The
rotation angle 6 for the film is measured between the principal directions of the graphene and
substrate lattices. The rotation of graphene relative to the crystal lattice main direction in the
substrate changes the period of the moire pattern. The rotation angle 6 changes the position of
the atoms relative to the maxima and minima of the surface potential. Fig. 3 shows the moire
pattern at two angles 6.

z, A

3286 3.306

3.260 3.280
3.233 3.253

3.207 3.227

3.180 3.200
3.153 3.173
3.127 3.147
3.100 3.120

3.074 3.094

Fig. 3. Plot for period of moire pattern d versus rotation angle 6 of graphene relative to substrate.
Moire pattern at two angles of graphene rotation relative to substrate: a) § = 3°, b) 6 = 5°

Calculations show a decrease in the period of moire pattern in graphene with an increase in
the angle of rotation relative to the substrate. Calculations are made for angles from 6 = 0° to
0 = 16° with Af = 1° increments. Fig. 4 shows the dependence of the moire pattern period d
on the rotation angle 6 of graphene relative to the substrate.

d : . : T - T : T

22-_L\.\ —
20 \ E
18] ]
16- ]
1a- ]
12- ]

10 LN B

o -
o
-
oS-
=
(&)}
N
o
D)

Fig. 4. Plot for period of moire pattern d versus rotation angle 8 of graphene relative to substrate
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Conclusion

The results of the simulation are in good agreement with the data of other works and ex-
perimental data. The experiment shows the distance from the substrate to the graphene film
(3.304+0.05) A [16]. DFT modeling gives a value 3.30 A [18] for this distance. Our model shows
the distance from the substrate to carbon atoms in graphene in the range from 3.23 A to 3.31 A.
At the same time, our model requires significantly less calculations than the DFT method.

Theoretical values of the moire pattern period are based on the geometric model [20]. This
model predicts stable moire patterns only at certain angles between the principal directions of
the graphene and platinum crystal lattice. This model allows to calculate the period of moire
structures for these angles. DFT modeling [12, 19] performs calculations only for angles predicted
by the geometric model. Periods based on DFT modeling and geometric model coincide. Moire
pattern periods in our model (OUR) are also consistent with the DFT and geometric model (GM)
(0 =0°, d(GM) =221 A, d(OUR) = 21.7 A; § = 0.8°, d(GM) = 21.0 A, d(OUR) = 21.3 A;
6 =19°,d(GM)=174A, d(OUR) = 7.0 A). The experimental value of the moire pattern period
at @ = 0° is d = 22 A. Our model gives the same result.

Our model differs from the geometric model in that it predicts a moire pattern at different
angles. A moire pattern exists for any angle between the principal directions of the crystal lattice
of the Pt substrate and graphene. The moire pattern has a simple shape for the angles predicted
by the geometric model. The moire pattern is more complex for other angles. The highs and
lows of this pattern have a more complex shape. In this case, hexagonal symmetry is preserved.

Our model calculates the moire pattern in graphene on the Pt substrate. The model uses a
two-step approach. The first step calculates the surface potential of the substrate. The second
stage studies the behavior of graphene in the surface potential. The model uses the Lennard-
Jones potential to calculate the surface potential. The selection of the two-part potential is
based on the large distance from the substrate surface to the graphene film. Van der Waals
forces dominate such a system. Lennard-Jones’s potential describes these forces well.

This research was funded by Russian Science Foundation, project number 23-29-00108.
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MyaposBbie y30pbl B rpadete Ha noiioxke Pt(111):
KOMITbIOTEPHOE MO/IeJINPOBaHUE

Cepreii B. Besmum

Nnbsa B. Tuxomupos
OMCKHil TOCYZaPCTBEHHBIN TEXHUYIECKUHA YHIUBEPCUTET
Owmck, Poccniickas Penepanns

Anvorauus. Uccienopanue gedopmaruii MOHOCTIONHON meHKr rpadena Ha Pt 1mojioXkke BBIIOJIHE-

HO METOJIOM KOMIIbIOTEPHOI'O MOJIEJINPOBaHUsl. BilnsHIe IOJIOXKKHM MOJEJINPYETCs C IIOMOIIBIO IIOBEPX-
HOCTHOI'O ITOTeHnmasa. AToMbl yryieposia B rpadeHe B3auMOJEHCTBYIOT MeXKy cOOOI M € IOTEHINAJIOM
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MOJIOKKU. MUHIMYM ITOTEHIIMAJIBbHON SHEPIUU OIpeJesisieT II0JIOXKeHne aToMOB yryieporna. llouck pas-
HOBECHOT'O IIOJIOJKEHUsI aTOMOB YIJIEPOJA BBINOJHsAETCS ¢ IoMmombio Meroma Monrte-Kapio. lloneped-
Hble Tedopmarun rpadeHa SBIISIOTCH SHEPreTUIeCKN BBITOAHBIMU N3-33 CUJIBHON CBSA3UM MEXKJY aTOMa-
mu yriaepogna. lIpononbable nedopmannu rpadena SBIAOTCA MaIbIMUA. MoIers UCHOIb3yeT MOTEHIHAI
Jlennap—/IzxoHCa 171 BEIYUCIEHUS TOTEHIMAJIA TOIOXKKHU. [lapaMeTphl MOTEeHIMAIA BBITUCISIOTCS U3
PaBHOBECHOT'O COCTOSIHUSI HEBO3MYIIEHHOM cucTeMbl. [[0BepXHOCTHBIN MOTEHIINA BBIYUCISAETCH [ Ofl-
HOI 3JIEMEHTAPHON STYeHKN M TPAHCIUPYETCS C IOMOIIBIO ITapaJjlIeJIbHOIO IIEPEHOCA Ha BCIO IIOIJIOXKKY.
BzaumogeiicTBue Mex Iy aToMaMy yriaepoja TaK»Ke ONUCBIBaeTcd noTenrumajoM Jleanapa-/lxxonca. My-
apoBble y30pbI B rpadeHe MMEIOT COTOBYIO CBEPXCTPYKTYDPY. Moze/ b BBIMHUC/IAET 3aBUCUMOCTD [I€PUOIA
MyapoBOI'O y30pa OT YIJIa MEXKJy IVIABHBIMHU HAIIPABJIEHUSAMU KPHCTAJIMYECKON PEIIeTKHU ITOIJIOXKKU U
rpadena. Ilepmom MmyapoBoit cBepxperieTkn yObIBaeT MPU MOBOPOTE IJIEHKHU IO HEJIUHEHHOMY 3aKOHY.
Pacuers! moka3piBaloT HaJM4Ine GOJIBIITOIO PACCTOSTHUS MEXKJTY TOJJIOKKON U rpadeHOBOil 11eHKoi. Pe-
3yJIbTATHI MOJIEJIUPOBAHUSI HAXOSITCSI B XOPOIIIEM COIJIACUU C SKCIIEPUMEHTAJbHBIMU JTAHHBIMHU.

KuroueBbie ciioBa: rpadeH, MOBEPXHOCTHBI TOTEHIHAJT, MYyapOBbIil y30p, HOTeHImaa JleHHapmd-
J>koHca.
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Introduction

In recent years, solid-state lasers emitting in the 2-uym spectral range have gained signifi-
cant attention owing to their diverse applications in industry, medicine and fundamental science
[1-3]. Trivalent thulium (Tm3*) and holmium (Ho3") ions possess the most notable optical
transitions for laser emission in the 1.9-2.1 um region. Tm3*-doped active elements can be
efficiently pumped at 0.8 pum by commercially available high-power AlGaAs diodes to achieve
laser emission due to the 3F;—3Hg transition. Regarding Ho®* ions, laser operation on the
51;—5Ig transition is usually demonstrated under resonant pumping at 1.93 ym using expensive
Tm3*-fiber lasers or GaSb (InP) diodes. To address this issue, gain media codoped with Tm3*
and Ho®* are currently being actively developed [4-6]. Due to the proximity of the energy lev-
els of Tm3* (3F4) and Ho3" (°I;), non-radiative energy transfer from Tm3* to Ho3" occurs
enabling laser oscillation based on the ®I;—%Ig optical transition in Ho®t ions through diode
pumping of the >Hy level of Tm3* at around 0.8 um. Additionally, this approach is promising
for tunable and mode-locked lasers generating ultrashort pulses owing to the broadening of the
gain spectrum by combining the individual emission bands of Tm3* and Ho3*.

Yttrium sesquioxide (Y20O3) is a promising host material for Tm3*, Ho3*-codoping owing to
its excellent optical and thermo-mechanical properties [7]. However, the current Y2Oj3 crystal
growth technologies do not enable the synthesis of a material with both high optical quality and
large volume. This is due to the fact that melt growth of large-sized single-crystals is practically
impossible because of the reversible transition of Y503 from a cubic to a hexagonal structure
near 2300 °C [8], which leads to the destruction of the sample during cooling. In this regard,
producing polycrystalline materials based on Y203 through the sintering of ultrafine powders
could serve as an alternative approach to crystal growth, as ceramic technology offers several
key advantages, including the possibility to achieve large sizes, composite structures and lower
synthesis temperatures [9-11].

Ultrafine powders are crucial as the starting material in the production of optical ceram-
ics. Synthesizing these nanopowders is a particularly challenging and critical stage due to the
stringent requirements for high purity, small particle sizes, minimal agglomeration, and complex
chemical composition. We employed laser synthesis to produce the nanopowders, a method that
effectively meets all these requirements [12]. With respect to Tm3*+, Ho3T-codoping, laser abla-
tion synthesis allows for the uniform incorporation of multiple active ions throughout the volume
of individual nanoparticles during the vapor condensation process.

In this study, we investigate the properties of Tm3*, Ho?*-codoped Y503 nanoparticles pro-
duced by the laser ablation method, as well as the structural, optical, and spectroscopic properties
of transparent ceramics sintered at various temperatures.

1. Materials and methods

Nano-sized particles with a complex chemical composition synthesized by laser evapora-
tion of solid target in an air flow were used as the starting material for the fabrication of
Tm,Ho:Y203 ceramics. A detailed description of the experimental setup based on the LS-07N
ytterbium fiber laser (A=1070 nm, NTO "IRE-Polus", Russia) is presented in [13].The prepa-
ration of a solid target was carried out by uniaxial pressing of yttrium, thulium and holmium
oxide powders with a purity of at least 99.99 wt.% (LANHIT, Russia) mixed in the proportion
(Tmg.03H00.003Y0.967)203. Next the resulting green body with a diameter of 65 mm and a thick-
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ness of 25 mm was annealed in air for 5 h at 1250 °C.

The synthesized nanoparticles were compacted into cylindrical samples with a diameter of 14
mm and a thickness of 3 mm by uniaxial static pressing at 200 MPa. After calcination in air for
3 h at a temperature of 900 °C, the compacts were vacuum sintered for 5 h at 1700 °C, 1725 °C,
1750 °C or 1775 °C under a residual gas pressure of 102 Pa. The sintered ceramic samples were
annealed in air for 2 h at 1400 °C to eliminate oxygen vacancies and then mirror polished on
both sides for structural and spectroscopic characterization.

The morphology of the as-synthesized nanopowder was studied using a JEM 2100 (TEM,
JEOL Ltd., Japan) transmission electron microscope. The specific surface area of the nanopowder
was measured by the Brunauer-Emmett-Teller (BET) method with a TriStar 3000 gas adsorption
analyzer (Micromeritics, USA). The crystal structures of the as-obtained nanoparticles and the
sintered ceramics were identified by means of X-ray diffraction (XRD) analysis using a D8 Dis-
cover diffractometer (Bruker AXS, Germany). The chemical composition of the as-synthesized
nanopowder was analyzed by inductively coupled plasma mass spectrometry (ICP MS) using an
Optima 2100 DV spectrometer (PerkinElmer, USA).

In order to assess the optical quality of the obtained ceramics, the transmission spectra were
measured at room temperature in the wavelength range 200-1100 nm using a UV-1700 dou-
ble beam spectrophotometer (Shimadzu, Japan). The absorption spectra of the samples were
recorded in the interval from 300 to 2200 nm by a Lambda 950 UV-VIS-NIR double beam
spectrophotometer (PerkinElmer, USA). The luminescence spectrum was registered in the range
1600-2200 nm under excitation at 811 nm using a FLS980 fluorescence spectrometer (Edinburgh
Instruments, UK).

The average content of scattering centers throughout the depth of the samples was estimated
by means of the direct count method using an optical microscope BX51TRF (Olympus Corp.,
Japan).

2. Results and discussion

2.1. Properties of Tm,Ho:Y,03; nanoparticles

To accurately calculate the lattice constant and absorption characteristics of the fabricated
ceramics, it is crucial to specify the precise Tm?t and Ho?* contents in the nanopowder.
Through ICP-MS analysis, the chemical composition of the synthesized nanoparticles was
determined to be (Tmg p32H00.003Y0.965)203 corresponding to the doping concentrations
Ny =6.46x10%0 at/cm® and Nz, =0.61x10%0 at/cm®. For clarity, this composition will
henceforth be referred to as Tm,Ho:Y,>O3.

Fig. 1 shows a TEM image illustrating the morphology of Tm,Ho:Y503 nanopowder
synthesized using the laser ablation method. The sample primarily consists of ultrafine, loosely
aggregated, and weakly faceted particles, with sizes ranging from 10 to 40 nm. The specific
surface area of the powder, as measured by the BET method, reached 67 m?/g corresponding to
an average particle diameter of around 16 nm. This small particle size results in a high surface
area-to-volume ratio, which increases surface forces such as van der Waals forces. However
surface charges from ionization during ablation or from adsorbed molecules create electrostatic
repulsion between particles preventing close contact and significant agglomeration. These
characteristics are beneficial for fabricating transparent ceramics, as they help reduce density
variations in pressed compacts, promoting more uniform densification.
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Fig. 1. TEM image of the as-produced Tm,Ho:Y203 nanoparticles

The crystal structure of the synthesized Tm,Ho:Y,03 nanoparticles was examined through
powder X-ray diffraction analysis (Fig. 2a). In addition to the peak broadening attributed to the
small crystal size, approximately 14 nm, which aligns with TEM observations, it is apparent that
the nanoparticles do not exhibit the equilibrium structure (space group Ia-3, No. 206). Instead,
the positions and relative intensities of the diffraction peaks correspond to the monoclinic B-type
modification of Y203 (space group C2/m), as identified in ICDD PDF No. 00-044-0399 (Fig. 2b).
The lattice parameters obtained from crystal structure refinement using the Rietveld method
were determined as follows: a=13.916 A, b=3.502 A, c=8.634 A, and £ =100.35°. However,
as discussed in the following section, the nanoparticles underwent a phase transformation to the
stable cubic modification of Y203 after vacuum sintering (Figs. 2¢,d).

The presence of the monoclinic phase in the synthesized Tm,Ho:Y>0O3 nanoparticles can be
attributed to several factors including the high-pressure conditions during the laser ablation
process and the resulting strain within the crystal structure. The gas-phase synthesis of the
TmyO03-Ho203-Y203 solid solution may lead to its crystallization in a metastable state, a phe-
nomenon explained by the Gibbs-Thomson effect [14]. Specifically, the pressure difference (Ap)
across the curved surface of a spherical particle with a radius (r) is related to the surface tension
(7) by the equation Ap =2v/r. For a particle radius of 8 nm and a surface tension of 0.74 N/m
near the melting point [15], the calculated pressure difference is approximately 0.185 GPa. In
nanoparticles surface tension can be higher than on a flat surface further increasing the internal
pressure. Previous research using high-pressure powder and single-crystal X-ray diffraction has
demonstrated that YoO3 undergoes a phase transformation from its stable cubic bixbyite-type
structure to the monoclinic B-phase at pressures of 11.7 GPa at room temperature or 3 GPa
when heated to 900 °C [16,17].
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Fig. 2. XRD patterns of the as-synthesized Tm,Ho:Y203 nanoparticles and sintered ceramics
(a, ¢) and theoretical reflections of monoclinic and cubic Y203 (b, d)

2.2. Characterization of Tm,Ho:Y,03; transparent ceramics

Fig. 2c shows the XRD pattern of the Tm,Ho:Y50O3 ceramic sintered at 1750 °C, revealing
diffraction peaks consistent with a single-phase material possessing a cubic bixbyite structure.
This pattern aligns with the theoretical reflections of cubic Y203 (ICDD PDF No. 00-041-1105,
as shown in Fig. 2d), indicating the formation of a substitutional solid solution of thulium,
holmium, and yttrium sesquioxides. The incorporation of TmyO3 and HosO3 into the Y503
lattice results in a slight shift of the diffraction peaks toward larger angles, which suggests a
compression of the unit cell. This shift is anticipated given that the ionic radii of Tm3*+ (0.880 A)
and Ho?* (0.901 A) for VI-fold oxygen coordination are comparable to or smaller than that of
Y3+ (0.900 A) [18]. The lattice parameter of the ceramic was determined to be 10.595 #+0.005 A.

Fig. 3 shows the transmission spectra of Tm,Ho:Y20O3 ceramics sintered at various temper-
atures and the theoretical curve for Y203 (dashed line) calculated using refractive index data
[19] and the expression T =2n/(n?+ 1) taking into account Fresnel losses and multiple light
reflections from the sample’s interfaces. The samples sintered at 1725 °C and 1750 °C exhibit
transparency levels that approach the theoretical limit, particularly in the visible and near-IR
spectral ranges. However, when the sintering temperature is increased to 1775 °C, the optical
transmittance decreases significantly. The higher optical transmittance (81.6% at A =600 nm
and 83.0% at A =1000 nm) was observed in the Tm,Ho:Y2O3 ceramic sintered at 1750 °C.

The transmission properties of the samples sintered at different temperatures correlate with
the content of scattering centers detected using optical microscopy. Spherical pores ranging in
size from 2 to 8 pum were relatively uniformly distributed throughout the depth of the sam-
ples, as shown in Fig. 4. The average pore volume contents were measured as 0.00153 vol.%,
0.00037 vol.%, 0.00014 vol.%, and 0.01332 vol.% for ceramics sintered at 1700 °C, 1725 °C,
1750 °C, and 1775 °C, respectively. Consequently, the considerable reduction of transparency af-
ter sintering at 1775 °C is attributed to the intragranular pores formed as a result of overheating.
In turn, the slight decrease in transparency of the sample sintered at 1700 °C, compared to those
sintered at 1725 °C and 1750 °C, can be explained by the lower intensity of bulk and surface
diffusion processes, as well as insufficient energy to close residual pores at this temperature.

- 450 —



Roman N. Maksimov, Vladislav A. Shitov...

Synthesis and Spectroscopy of Tm, Ho-codoped. ..

80 |
20 | —1700°C
L —1725°C
X 60 | —1730 °C
. F —1775°C
g 50 F
= I
[xe]
E 40 ¢
2 0l
30 L
_c-gs - 10 mm
=20 | —
10 : ey
O i | ‘_-.—-:n‘u-. -ll;:-‘n.:(TLP;--n.wl - : “,__;-,‘ ™
200 400 600 800 1000

Wavelength, nm

Fig. 3. Transmission spectra of the fabricated Tm,Ho:Y20Og3 ceramics and the theoretical curve
for Y903 calculated using refractive index data [19]. Inset shows the photograph of samples
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appear near 360 nm, 385 nm, 420 nm, 460 nm,
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485 nm, 540 nm, 640 nm, 1140 nm, and 1930 nm, associated with the transitions from the
ground state °Ig of trivalent holmium ions. In addition, the inset of Fig. 5 shows the absorption
cross-section spectrum of Tm,Ho:Y5O3 ceramic for the 3Hg—3H, transition of Tm3+. The peak
absorption cross-section (o4ps) reached 4.44x1072! cm? at 797 nm, with a full width at half
maximum (FWHM) of 7.2 nm, which is advantageous for pumping with AlGaAs laser diodes.
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Fig. 5. Room temperature absorption spectrum of Tm,Ho:Y2O3 ceramic sintered at 1750 °C.
The inset depicts the absorption cross-section spectrum for the 3Hg—3H, transition of Tm?*

Fig. 6 shows the luminescence spectrum of the obtained Tm,Ho:Y,03 ceramic recorded in the
2-um region under excitation to the 3Hy level of Tm>* ions at 811 nm. The observed spectrum
is a combination of bands corresponding to the 3F;—3Hg transition of Tm®* (with peaks around
1950 nm) and the °I;—5Ig transition of Ho®* ions (with peaks around 2050 nm), extending from
1750 nm to about 2100 nm. This broad spectral range of the emission is well-suited for tunable
laser operation. Appearance of two luminescence bands indicates the presence of nonradiative
energy transfer (ET) from the 3Fy4 level of Tm3T ions to the °I; level of Ho3T ions. In this
case, the primary mechanism responsible for populating the >F, energy level of Tm3* ions in
Tm,Ho:Y,03 ceramic is the cross-relaxation (CR) process (*Hy—3Fy4, 3Hg—3F4) of Tm3™ ions.
The features of this process in Tm:Y303 ceramics were studied in detail in [20]. The scheme
of the population of the °I; level of Ho*t ions considering CR of Tm?* ions and nonradiative
energy transfer from the 3F, level of Tm3" ions to the °I; level of Ho?>* ions in Tm,Ho:Y,05
ceramics is shown in the inset of Fig. 6.

Conclusion

Transparent Tm,Ho-codoped Y203 ceramics were successfully fabricated through solid-state
vacuum sintering of nano-sized particles with a complex chemical composition synthesized by the
laser ablation method. The high sintering activity of the nanoparticles attributed to their small
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Fig. 6. Luminescence spectrum of Tm,Ho:Y20O3 ceramic sintered at 1750 °C under pumping at
811 nm and schematic diagram of population of Ho?*t: °I; level

size and weak agglomeration, as confirmed by TEM observations, enabled full densification of
the ceramics at temperatures approximately 700 °C lower than the melting point of Y2O3. The
monoclinic phase present in the initial nanopowder was completely transformed into the stable
cubic phase of Y503 after sintering.

The sintering temperature plays a critical role in determining the optical quality and porosity
of Tm,Ho-codoped Y203 ceramics. At a sintering temperature of 1775 °C, the ceramics exhibited
the lowest optical quality due to the formation of residual porosity and grain growth. In con-
trast, at slightly lower temperatures of 1725 °C and 1750 °C, the ceramics achieved the highest
and almost identical optical qualities indicating that temperatures near this range are ideal for
achieving high transparency and minimal porosity. These results suggest that precise control of
the sintering temperature is essential to balance full densification and limit grain growth, which
significantly impacts the overall optical performance of the ceramics.

Spectroscopic investigation have shown that non-radiative energy transfer between Tm3* and
Ho3* ions in the obtained polycrystalline materials enables intense luminescence around 2.1 um,
specifically on the °I;—5Ig transition of Ho®t ions. As a result, Tm,Ho:Y5O3 ceramics are
promising gain media for compact 2-um lasers capable of generating broadly tunable emission
or ultra-short pulses under diode pumping of the 3Hy level of Tm?3* ions at ~800 nm thanks to
high absorption cross-section.

The reported study was carried out with the use of grant of the Russian Science Foundation
no. 24-23-00460, hitps://rscf.ru/project/24-23-00460/
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CunTe3 U CIIEKTPOCKOIIMS Npo3padHbix Y03 KepaMuK,
coakTuBupoBaHHbIX Tm u Ho, aja 2-mkMm j1a3epoB

Poman H. Makcumon
Baaauciaas A. IlTuros
Buaagumup B. Ocunos

Ams6ept H. Opios

WNucruryt snekrpodusuku ¥YpO PAH

Exarepunbypr, Poccuiickas ®Peneparius

Exarepuna M. By3aeBa

Ilosuna A. Paboukuna

Anekcanap O.ApuckuH

HanmonaasHblil ucciaenoparebekuii MopmoBckmii rocyaapcrsennbiii yausepcuter uM. H. I1. Orapésa
Capanck, Poccuiickas @enepaiust

Amnnoranus. B nannoit pabore ObLIM 1IOJIyYeHBI IPO3PAYHble KEPAMUYECKUE MaTepHasbl HA OCHOBE OK-
CUJIa UTTpPHsl, COAKTUBUPOBAHHOTO TyaueM m rombmueM (Tm,Ho:Y2O3), mocpeacrBom TBepmodasHoro
BaKyyMHOI'O CIIEKAHUSI HAHOPA3MEPHBIX YACTHUIL CO CJIOKHBIM XUMUYECKUM COCTABOM, CHHTE3MPOBAHHBIX
MeTozoM JiazepHoit abusiiun. CHHTE3nPOBAHHBIN HOPOIIOK IIPEJICTABIISI COOO0 MSITKHE arperarbl, COCTO-
SIUe U3 OTIEIbHBIX C(PEePUIECKUX HaCTUI] AuaMeTpoM 16 HM, KPUCTAJLIMIECKAs CTPYKTypPa KOTOPBIX
Ipeobpa30BbIBAIACh U3 MOHOKJIMHHOM (mpocrpancrBenHas rpynna C2/m) B KyOuieckyo MOAuQpUKAIIUIO
(mpocrpancTBenHas rpynma la-3) B mporecce crekanust. Buuin n3yueHsr MOpQOJIOrHIecKie CBONCTBA U UX
KOPPEJISIus ¢ onTrndecKnM KadectBoM Kepamuk Tm,Ho:Y2Og, cieuénnpix mpu Temmeparypax 1700-1775
°C. O6pasen, crieuénnstii npu 1750 °C, obsanan 6osee BbICOKO#H po3padnocThbio (81.6% npu A =600 uM
n 83.0% npu A = 1000 HM) 1 HaMMeHBbIIUM cojiep:kaHueM paccensaromux neHrpos 0.00014 06.%. Ceuenne
norsomenust mpu 797 mM ais mepexona S Hg—>Hy mornos Tm3 ' cocrapmsmo 4.44x1072! em?. IMupoxast
11oJIOCa JIIOMUHECIIEHITNN, Hab/Io1aeMast B auana3one or 1750 um g0 2100 M, obycjoBiieHa KOMOUHA-
IUeii IIPOIeccoB Kpocc-pesakcarmuy noroB Tm>3T i GespIsirydarebHOrO mepeHOCa SHEPIWE C YPOBHSI
3F4 (Tm3") na yposenn °I7 (Ho®"). Dru pesysibrarsl yKa3biBaloT HA MEPCIEKTHBHOCTDL UCIIOIB30BAHMI
npo3padnbix Tm,Ho:Y203 kepamuk B KaduecTBe aKTUBHBIX CPEJl JIJIsl JIA3€POB C IIUPOKUM JIMAIA30HOM
IJIABHON IIePEeCTPOMKY U CHHXPOHHU3AIMEN MOJ, TeHEPUPYIOIINX U3JIyIeHre B 00JIacCTH 2 MKM.

KurouyeBblie cjioBa: HAHOMOPOIIOK, CECKBUOKCH/T UTTPUSI, ONITUIECKAsT KEPAMUKA, MUKPOCTPYKTYPa, CO-
[ONPOBaHue, 0€3bI3/TyYaTeIbHBIN TEPEHOC SHEPTUH.

— 455 —



Journal of Siberian Federal University. Mathematics & Physics 2025, 18(4), 456466

EDN: HWLOOG
VIIK 517.958

Inverse Problem for the Viscoelastic Equation
with Additional Information of Special form

Jurabek Sh. Safarov*

Tashkent University of Information Technologies

Tashkent, Uzbekistan

Institute of Mathematics AS of the Republic of Uzbekistan
Tashkent, Uzbekistan

Received 12.12.2024, received in revised form 08.01.2025, accepted 24.03.2025

Abstract. The one-dimensional inverse problem of determining the kernel of the integral term of
the integro-differential viscoelasticity equation with constant density and constant Lame coefficients
is considered. Firstly, the direct problem is studied and equivalent integral equation for the desired
function u(x,t) together with the necessary conditions for this problem are obtained. Secondly, the
inverse problem of determining the kernel of the integral term is studied. Using the additional condition,
the inverse problem is replaced by an equivalent system of integral equations for unknown functions. The
contraction mapping principle is applied to the system of integral equations in the space of continuous
functions with weighted norms. Theorem of global unique solvability of the inverse problem is proved.
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1. Introduction and problem statement

Problems of mechanics and thermophysics lead to the study of inverse problems for integro-
differential equations. Such problems arise in many areas of physics such as electrodynamics,
acoustics, quantum scattering theory, geophysics, astronomy, etc.

Problems of propagation of elastic, electromagnetic waves in media where the state of the
medium at a given moment in time depends on its state at all previous moments in time are
described by integro-differential equations. Mathematically, convolution-type integrals describing
the phenomenon of delay are added to the right-hand sides of the corresponding classical wave
propagation equations.

One of the fields of science where integro-differential equations arise in the study of medium
properties using seismic waves is geophysics. In fact, under the assumption of smoothness the
system of equations for the inelastic Boltzmann model [1] (one of the most general for linear
inelastic medium) reduces to equation

e (2,1) = Uy (2, 1) + X" Hz)N (2)ug (z, 1) + p(z) /0 h(t — @) (uge(z, @) + A7 (@)X (2)us (2, @)) da.

*j.safarov65@mail.ru  https://orcid.org/0000-0001-9249-835X
© Siberian Federal University. All rights reserved
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Functions A(z) and p(z) in this equation are related to the Lame parameters and the density
of the considered viscoelastic medium. Assuming that they are constant (A = p = 1), this
equation can be reduced to the form

utt(x’t) = wz(xvt)'

where u(z,t) is the displacement function and w is the stress function that has the following
form

w(z,t) = uy(z,t) + /0 h(t — T)ug(x, 7)dT.

This relation for a linear inelastic medium describes the relationship between stress and
displacement of the medium. The study of inverse problems of determining the kernel of integral
operators in these equations with the use of some information about the wave field plays an
important role in the study of the structure and properties of the medium.

Various formulations of inverse problems for the viscoelasticity equation can be found [2-11].
In particular, one-dimensional problems of finding the kernel included in an integro-differential
equation with the delta function in the right side or in the boundary condition were considered
[2-7]. For the inverse problems formulated in these works existence and uniqueness theorems
were proved on the basis of the principle of contraction mappings, and estimates of conditional
stability were obtained.

For multidimensional inverse problems of finding the kernel in hyperbolic integro-differential
equations of the second order unique solvability theorems were proven in the class of functions
that are analytic in spatial variables and continuous in time [8-11]. Theorems on the global
unique solvability of two-dimensional inverse problems were proved when the kernel of the integral
term weakly depends on the horizontal variable [12-17].

The inverse problem of finding the one-dimensional convolution kernel of the integral term
of the integro-differential viscoelastic equation is studied in this work on the basis of conditions
constituting the initial-boundary (direct) problem and some additional condition.

Let us consider the initial boundary value problem for the string vibration equation with
memory in domain Q = {(x,t): x > 0,t € R} :

t
Ugp — Ugy — / m(T)Uge (2, t — 7)dT = 0, (z,t) € Q. (1)
0
Initial and boundary conditions are
U |15<0E 07 (2)
U |z=0=9(t), teR, (3)

where 6(t) — is the Dirac delta function. To determine the unknown function m(t),t > 0,
additional condition is specified in the following special form

uz(0,1) + /tm(T)ux(O,t —7)dr = [f(t), (4)
0
f(t) — given function for ¢ > 0.

Additional information in form (4) was used [18,19] to determine the memory function of
the medium included in the hyperbolic and parabolic equations. The direct problem was the
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initial-boundary value problem for equations with distributed sources in bounded domains. A
similar problem in a domain bounded in spatial variable was studied [20]. However, problems
with concentrated sources localized in the vicinity of a fixed point or on the surface of the region
under consideration are important in applications.

2. Study of the direct problem
Let us introduce new function p(z,t) that is defined as
p(x,t) := [u(m,t) + /lt m(t — 7)u(z, T)dT:l exp (—m(0)t/2). (5)
0

The following lemma holds.

Lemma 2.1. Function u(x,t) is expressed in terms of p(x,t) as
t
u(z,t) = exp (m(0)t/2) p(z,t) + / h(t — 7) exp (m(0)7/2) p(x, T)dr, (6)
0
where h s the solution of the Volterra integral equation
t
h(t) = —m(t) — / m(t —h(r)dr,  t>0. (1)
0
Proof. Tt follows from 1) that
t
u(z, t) = exp (m(0)t/2) p(x, t) */ m(r)u(x,t — 7)dr = exp (m(0)t/2) p(z,t) — I(x,t), (8)
0
where the following designation is introduced
t
I(x,t) = / m(r)u(z,t — 7)dr.
0
Expressing m(t) from (7) and substituting it into integral I(z,t), one can obtain
¢ t t T
I(z,t) = / m(r)u(z,t — 7)dr = —/ r(r)u(z,t — 7)dT — / / m(r — a)h(a)u(x,t — 7)dadr.
0 0 o Jo
Changing the order of integration in the second integral, one can obtain
t t ¢
I(x,t) = f/ h(t)u(x,t — 7)dr f/ h(«) {/ m(T — a)u(x,t — T)dT] da.
0 0 «

If the roles of the integration variables o and 7 is reversed, i.e., &« =: 7, 7 =: « in the second
integral then I has the form

I(x,t) = — /Ot h(r)u(x,t — 7)dr — /Ot h(T) [/Tt m(a — T)u(x, t — a)da] dr.

From here

I(z,t) = — /Ot h(T) {u(x,t —-7)+ /T75 m(a — m)u(x,t — a)da} dr.

— 458 —



Jurabek Sh. Safarov Inverse Problem for the Viscoelastic Equation. ..

In the inner integral variable « is replaced with £ by the formula o — 7 = £. Then

(1) = — /Ot h(r) {u(x,t —+ /0” m(E)ulz,t — 7 — g)df} ir.

From here, according to formula (1)

I(z,t) = — /0 h(r)exp (m(0)(t —7)/2) p(z,t — 7)dT = 7/0 h(t — ) exp (m(0)7/2) p(z, 7)dr

If found I(x,t) is substituted into equation (8), equality (6) is obtained. O
The following problem for function p(z,t) is obtained from problems (1)—(2)

t

Dt — Paa + hop + H(t - T)p(xa T)dT =0, (9)
0

P le=0=6(t) + m(t) exp (h(0)t/2) 6(t), pli<o=0. (10)
Additional condition (3) takes the form
p(0,1) = f(t) exp (R(0)t/2),
where the following notations are introduced

H(t) = h"(t) exp (h(0)/2),

11
o= /0) - 20 "

Suppose that function f(¢) has the form
1ty =50~ "Dy + o0y sot0), (12)

where fo(t) is a regular function.

Let us represent function p(z,t) as p(z,t) = 0(t —x)+6(t —x)p(x, t), where p(z, t) is a regular
function. Using the method of singularity extraction, one can obtain the following equality for
the regular part of the solution of the direct problem in the region t > x > 0 (p(z,t) = p(z,t)
for t > x)

Ptt — Paw +hop + H(t — x) + /Ot_r H(r)p(z,t —T)dr =0, (13)

Pliesro = —h(0) ~ 2z, (14)

p(0,t) = m(t) exp (h(;))t) (15)

Taking into account (12), the additional condition for function p(x,t) takes the following form
0.0 = oty exo (230 (16)
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Equations (13), (15), (16) represent the Cauchy problem for the equation of string vibration
with data on the axis x = 0. Using Dalember’s formula, integral equation for p(z,t) is obtained

t+x

(@ t) = % [Tt + 2) + Pt — )] + %/ti Fo(r)dr+

t+z— 5 (17)
/ /t z+€
where the following notations are introduced m(t) = m(t)exp (h(0)t/2), ﬁ)(t) =
fo(t) exp (h(0)t/2).
In domain D = {(x,t) : 0 < < t < T —z} equation (17) is a Volterra equation of the second
kind. Therefore, the solution of this equation is unique in the class of functions belonging to the
space C(D), and it can be obtained by the method of successive approximations. The existence

of a solution in this class follows from the fact that m(¢) belongs to the class C2[0, T]. Moreover,
direct differentiation of equation (17) shows that solution of this equation belongs to the class

c2(D).

hop(€,7) — / H()p(&,7 — a)da | drdé, ¢ >

3. Reducing the problem to an equivalent system of integral
equations

Let us set t = 2 + 0 in equation (17). Taking into account equality (14), one can find that

2z
—h(0) — %1’ = % [m(2z) + m(0)] + % ; fo(r)dr+

% /O /:zs [hop(faﬂ_ / H(a g,T_a)da] drde.

Differentiating the last equality with respect to t(t = 2z), the following equation is obtained

ho 1 1~

-5 = 5m’(t) + 2f0(t)+

1 3%
+§/O

In the last integral the change of variables n := t—2¢ is made. After this, once again differentiating
the last equality, integral equation for function H (t)isobtained :

t—2¢ i
[hop@t—m | At —c—aydalas—5 [T re—20d (3)

H(0) = 20(0) + 273(0) ~ o (n0) + 1) 2 [ [hopt@,t -9~
t—2¢
- (h(O)—&—h;f) H(t—2§)—|—/0 H(a)pt(f,t—ﬁ—a)da] de.
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The integral equation for function p;(x,t) is obtained by directly differentiating equation (17)
with respect to variable ¢:

pe(z,t) :% [ (¢t + z) + m' (t — x)] +% [ﬁ)(tm) — fo(t—x)] + gH(t—xH—
%/ [ho(p(&,t+ 2 =€) —p(§,t —x +€)) — H(t +x — 26)] dé+ (20)
0
/ /H_I 25 «Et—i—x—f—adadf—f/ / H(a)p(&,t —x + & — a)dadt.

Equations (17), (19)—(20) contain unknown functions m(t), m’(t), m” (t). Therefore, to close
the system of integral equations (17), (19)—(20), the following obvious equalities are used

2 t
m(t) = —h(0) + <h2(0) - h’(0)> t +/0 (t —m)m" (r)dr, (21)
2 t
() = " 2(0) —1(0) + /0 W (r)dr, (22)
W) = —H(t) + (h iO) _ h’(O)) () — /0 H(t — 7)i(r)dr. (23)

Remark. The equations of system (17), (19)—(23) involve unknown numbers h(0) and h’(0). To
determine them one can proceed as follows. First, differentiating equation (7), m’(0) is expressed
in terms of h(0) and h’(0):

m’(0) = —h'(0) + h2(0). (24)

Further, assuming ¢ = 0 and taking into account (11) and (24), one can obtain from equalities
(14) and (16) that
—7h2(0) — 4k’ (0) = —8£0(0).

So there is one equation for unknown numbers. To obtain the second equation let us set t = 0
in equation (18). After simplifications the equation

—3h%(0) — 4h/(0) = —8o(0)
is obtained. By solving this system of equations, the unknown numbers are found:

h(0) =0, 1'(0) = 2fo(0) = 2f5(0).

In addition, it follows from (11) that hg = h’(0) = 2f,(0). In further studies, these numbers
will be replaced with the found values.

4. Theorem on the solvability of the inverse problem

The main result of this work is the following theorem on the global unique solvability of the
inverse problem.

Theorem 4.1. Let function f(t) be of form (12) and fo(t) € C*[0,T], T > 0. Then there exists
a single solution to inverse problem (1)—(4), m(t) € C?[0,T] for any T > 0.
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Proof. Let us represent the system of equations (17), (19)—(23) as an operator equation

o = Ap, (25)

where ¢ is a vector function with components ¢;, i = 1,6

= [p1(x,1), p2(x, 1), p3(x, 1), pa(t), 5 (t), ps(t)] =
= |v(z,t) — % [m(t + ) + m(t — )], ve(a, t) — % [m/(t 4+ x) +m/(t — x)] — gH(t — ),
H(t) —2m" (t), m(t),m'(¢t), m" (¢t) + H(t) — 2f0(0)7%(t)} )

and operator A is defined on the set of functions ¢ € C[D] and according to equations (17),
(19)*(23) has the form A = (A17A2’ A3, A4,A5,A6) :

mo=entd [ [0 o0 (a6 Joatr -0+t +9) -

z+&€

¢
5 (2009 a(r = = 2600ea(r =) + 3 [ (20ula) + pale) = hopata) x

< (67 =)+ lealr—a=©) + palr — a+9)) dal arde,

Az = @02 +%/O [Zfo(O)(%(é,ter &) —pi(§t—x+§) - %(<p4(t+x)+

+§wﬁ+x—%)+w4vnﬁ+wavwmﬁo)—%@wﬁ+x—%»+%@+x—%nym—

. é /Ox /0t+z—2£ <2906(a) +os(a) — 2f0(0)¢4(a)> x

X (<P1(f,t+xfa)+;(<ﬁ4(tIa)+cp4(t+z2504)) dadé—

L / " (260(0) + 2(e) - 2000 1(e) )

X (‘Pl(f,t‘f‘x—f—a)‘f';(‘sz(t—x—a)+tp4(t+m—2§—a)> daude,

(26)

Aap = oa +2 [ [20000)(pa(et =+ 5 (palt — 26) + gl +

+ 5 (2p0(t — 2) + st — 26) — 2o (O)a(t — 26)) ) +

t (et —e—a)+ o

5 (ps(t =28 —a) + @5(t —a)) +

£ (2ou(t = 26 — ) + gt - 2 — ) — 2folOpa(t — 26 — ) ).
1 t
Asg =g+ 3 | (4= leo(r) = palr) ~ 200 (0)pa(rldr,
1 t
A5 = o+ 3 [ Leo(r) = palr) ~200(0)ps (Pl
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Ao = 05— 3 [ Teolt =) = ealt = 1) = 260t = Ppa(r)ar

where the following notation is introduced

wo(x,t) = (Yo1,Po2; P03, P04, P05 P06, POT7) =

t+x " ~ N 9
B/t fo(r)dr, % [fo(H—x) — folt — ar)] L 2f0() — %t, —2f0(0)t, —2f0(0), 0

—T

Let C, be the Banach space of continuous functions generated by a family of weight norms

lelle = max{ sup_|pi(w, )" FIFID| G = T2, sup |;(t)e” "], j = 3,6},
(z,t)eD te[0,T]
where 0 >0, 0 <6 < 1.

For ¢ = 0 this space coincides with the space of continuous functions with the usual norm.
This norm is denoted hereafter as ||¢|||. It follows from the inequality e~7%||¢|| < ||¢|lo < ||| that
norms ||¢||, and ||¢|| are equivalent for any fixed T € (0, 00). The number o will be chosen later.
Let Qo (0, [|@oll) ={¢llle — voll < |lpoll} be a ball of radius ||¢g|| with centre at the point ¢q of

some weighted space Cy (0 2> 0) in which [[po | = max([l¢orl[, lpozll; lvosll; [l¢o4ll, lleosll; lvos -
It is easy to see that for Q. (o, ||¢ol|) the estimate

lelle < llwolle + lleoll < 2[lwol|

is true. Let o(z,t) € Qs (w0, ||¢oll]). Let us show that with a suitable choice of o > 0 operator
A takes a ball to a ball, i.e., Ap € Q, (o, |l¥oll). In fact, using equalities (26) and constructing
the norm of differences, one can find for (z,t) € Dy that

|A1p — @o1]l = sup |(A1p — po1)e 7+ =
(z,t)eD
t+x—¢
= sup / / [Qfo <Qp1(£’T)e—U(T+(1+9)£)e—o(t—T-‘r(l-‘r@)(w—f))_|_
(z, t)ED t—ax+E€
+2 (pa(r = €e™ 77T oy (7 + e ‘7(7+€)6_U(t—r—f))>_

—é (2@6(7 —&) +p3(1 =€) —2f0(0)pa(r — g)) e (7€) g0 (t=—T+) |
1 /7 ¢
_g/o (2906(0‘) + p3(a) — hog@4(a))e_‘7“x

< (pr(e. T_a)e—o<r—a+<1+e>s>e—o(t—r+<1+0><z—s>—a)% (pa(r—a — €)e—olr=o—t) g=olt=r+)
+904(T —a+ E) —o(T— a+§)e*0(t T— 5)))do{| def <

Th
o 3 o

. N 11h 1
420~ ol = sup_[(Az = goa)e 7+ < JOLI L0 4 o apo(0))lollr| =S,
(z,t)eD g o

[Ase — @osl| = sup |(Asp — poz)e™ 7| <
te[0;T)
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<g%ﬂfwam+hﬂﬁﬁﬂhmy+m+TmW%W]:éﬂ&

o 2ol 2+ 2f0(0
||A4<,0 _ 4,004” = sup (A4QD _ 9004)6 t| < ”900” ( fO( ))T —. H(pOHOz
t€[0;T) g 3 g

Cor 2 2+ 2f5(0
||A5<,0 _ 9005” = sup |(A550 _ @05)6 t| < ||§00H ( fO( )) — ”900“0[
te[0;T] o 3 o

4

)

|Ase — @osll = sup |(Asp — pos)e™ 7| <
(tel0;T]

2||ol| (242£0(0)) _. H%Haﬁ.

2o 0)T + 3 lpoll 2 + 2o (072 | 22 :

where hy :=1+ %(0). The last inequality is obtained using the fourth and sixth equations of
system (26).

Choosing o > ap = max(ay, ag, ag, o, as, ag), one can obtain that A takes ball Q. (o, ||¢ol|)
to ball Q5 (0, [[@oll)-

Let now assume that ¢!, p? are any two elements from Q, (o, [|o|). Then, using auxiliary
inequalities of the form

loi 0 — pigile

—ot —ot —ot

< lotlle; — e3le 7" + 03lle; — @ile™ " < 4Allpolllle" — ©3lla,

one can find for (z,t) € D, that

I(Ap! — Ap*)1 ]l = ( SI;pD [(Apt — Ap?) e~ tH1+02)| ¢
z,t)e

1_ .2 - 7 0 1 1_ .2 -
o 3 2 o

[(Ap! — Ap®)oll, = sup [(Ap! — Ap?) e tH1+0D)| <
(z,t)€D
z,t)e

gﬂwl—-wQHa{llﬂKO)

1_ .2
o 20 4 265 4 2Ol | = ey

[(Ap" — Ap*)3|lo = sup [(Ap' — Ap?)1e™ 7| <
te[0;T]

)

1_ .2 12
I le log0)+ gmr 2000+ 200+ Thlol) | = o,

- L= @?llo (24 20(0 i
H(AQDl _ A¢2)4||U = sup |(A(P1 _ A(p2)1e at‘ < ||(P ¥ ” ( fo( ))T — H@ P H Ba,
te[0;T) o 3 o

1 2 1 2
o ¢ —¢llo 2+2/0(0 ¢ —¢llo
H(A(Pl _A(PQ)SHU = sup |(A<,01 —A<p2)1€ t‘ < ” ” ( 0( )) — H H Bs,
te[0;T) o 3 o

I(Ap* — Ap*)ello = sup [(Ap' — Ap?)1e~"| <
te[0;T

1_ .2 12
< ||()0 0-90 ||0' (2f0(0)T+§||g00||(2+2f0(0))T2 (2+23f0(0)) — ||90 0-90 ||a'ﬁ6’

Let us introduce By := max ;.
1<i<6
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It follows from the obtained estimates that if number o is chosen from the condition

o > max(«ag, fp) then operator A is contractive on Q,(¢o, ||¢ol|). Then, according to Banach’s
Theorem [21], there is unique solution of equation (25) in Q4 (o, ||¢ol|) for any fixed T > 0.

Since h(0) = 0 then m(t) = m(¢).

The theorem is proved. O
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OobpaTHag 3ajJia4da JIJisi YpaBHEHUs BA3KOYIIPYTOCTU C JIOMOJI-
HUTeJbHOII mHdopMalnueii, nMeronieii criennaJibHbIA BU

2Kypabek III. Cadpapon

TamkenTcknit yauBepcuTeT nHGOPMAINOHHBIX TEXHOJIOIHIA
Tamkent, Y30ekucrtan

WNucruryr maremaruku AH Pecny6iuku Y3bekucran
Tamxkent, Y3bekucran

Annoranus. Paccmarpusaercs ogaomepHast oGpaTHast 3a,/1a49a ONPE/IeIeHH S/1pa HHTEIPAJILHOIO WIeHa
UHTErpo-1uddepeHnnaIbHOr0 YPABHEHNS BI3KOYIPYTOCTH C MOCTOSHHON IJIOTHOCTBIO U MOCTOSIHHBIMU
koadbunmentamu Jlame. CHagasia uccsieryercs npsimMasi 3a/ia4da, [IPpU 3TOM MbI Oy IaeM UHTErPAJIbHOE
YPaBHEHHWE OTHOCHUTETHHO UCKOMOM (byHKIMK u(x,t) u HEOOXOJAUMbBIE YCJIOBHs Ha JaHHbIE 3aja4du. Jla-
Jiee MCCIIeAyeTcsi ObpaTHas 3ajada M0 OUPEIeIeHUIO A/Ipa MHTErPAJTHHOTO dieHa. st OThICKAHUS €ro
BBOJIUTCS JOIOJIHUTEJILHOE yCJIOBUE, 3aJaHHOe B crieruasibHoM Buze npu x = 0. O6parTHas 3amada 3amMe-
HETCsI 9KBUBAJIEHTHON CHCTEMON MHTErPAIbHBIX yPAaBHEHUN JjIs HeM3BECTHBIX pyHKIwmi. K mocrenneit
B MPOCTPAHCTBE HEITPEPBIBHBIX (DYHKIHI ¢ BECOBBIMH HOPMaMU IPUMEHSIETCST IIPUHITUTT CXKATBIX 0TOOpa-
2keHnii. JlokazaHa TeopemMa I100aJIbHOM OTHO3HAYHON Pa3pPENINMOCTH.

KuaroueBsbie cioBa: naTerpo-anddepennuaabHoe ypaBHEeHne, 0bpaTHas 3a/lada, siIpo WHTErpaJia, Teo-
pema Banaxa.
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Abstract. We prove in this short note that any uniformly totally inert subgroup of a given group
is commensurable with a uniformly fully invariant subgroup of the whole group as well as that any
uniformly totally strongly inert subgroup is commensurable with a strongly invariant subgroup, thus
somewhat extending results due to Breaz—Calugareanu in Rend. Sem. Mat. Univ. Padova (2017),
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(To Brendan Goldsmith on his 75th birthday)

1. Fundamentals

Throughout this brief paper, all groups into consideration are additively written and Abelian.
Our basic notation and terminology will be provided in detail in what follows.

Recall that a subgroup F of an arbitrary group G is said to be fully invariant if ¢(F) C F
for any endomorphism ¢ of G as well as that a subgroup C' of G is said to be characteristic if
¥(C) C C for any automorphism ¢ of G. In the same vein, mimicking [2|, a subgroup S of G is
said to be strongly invariant in G if f(S) C S for every group homomorphism f : S — G.

Tt is routine to see that the following (strict) implications for these subgroups are true:

strongly invariant = fully invariant = characteristic.

On the other hand, imitating [4], a subgroup H of a group G is called fully inert, provided
(¢p(H) + H)/H is finite for all endomorphisms ¢ of G as well as a subgroup K of G is called
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characteristically inert, provided (¢(K) + K)/K is finite for all automorphisms ¢ of G. This
means that the intersections H N ¢(H) and K N (K) have finite index in ¢(H) and ¢(K),
respectively. In the same aspect, refining only the first of these two given notions, in [5] a
subgroup T of G is called totally inert, provided that the intersection T'N ¢(T") has finite index
both in T" and ¢(T") for all non-zero endomorphisms ¢ (notice that the case where this condition
is fulfilled for the automorphism v is not treated there — compare with Problem 2 posed below).
Likewise, in [1], a subgroup N of G is called strongly inert, provided (f(N)+ N)/N is finite for
all homomorphisms f : N — G, that is, the intersection N N f(NN) has finite index in f(NV) for
all such homomorphisms f. Proceeding in this way, a subgroup S of a group G is named totally
strongly inert, provided the intersection S N f(S) has finite index in both S and f(S) for all
non-zero homomorphisms f: S — G.

It is obvious to verify that the following (strict) relationships for these subgroups are valid:
strongly inert V totally inert = fully inert = characteristically inert.

For simplicity of our exposition, remember also that two subgroups B and C of a group G
are called commensurable, and thus we write for short that B ~ C or, equivalently, that C' ~ B
since this is obviously a symmetric relation, whenever both quotients (B+C)/B and (B+C)/C
are finite.

Moreover, it is not so difficult to construct concrete examples such that a fully inert subgroup
is not commensurable with a fully invariant subgroup, such a characteristically inert subgroup
is not commensurable with a characteristic subgroup, and such that a strongly inert subgroup
is not commensurable with strongly invariant subgroup (see, e.g., [3] and [1] and compare with
Problem 1 arisen below).

Nevertheless, this commensurability is quite possible to hold for the following refinements
of the aforementioned group classes: in fact, in [4] a subgroup H of a group G is known to be
uniformly fully inert requiring the existence of a fixed positive integer m such that the factor-
group (¢(H)+H)/H has at most m elements for every endomorphism ¢ of G, whereas a subgroup
K is known to be uniformly characteristically inert if the factor-group (¢(K) + K)/K has at
most m elements for every automorphism 1 of G. As demonstrated above, it is evident that any
uniformly fully inert subgroup is always uniformly characteristically inert, whereas the reverse
implication is wrong in general.

In this direction, imitating the "uniformly" property as presented above, the notions of uni-
formly totally inert, uniformly totally strongly inert and uniformly strongly inert subgroups can
be successfully defined in a way of similarity keeping in mind the listed above relations between
them. And so, the subgroup T is uniformly totally inert if it has an intersection T'N ¢(7T") which
cardinality is bounded by a fixed positive integer simultaneously in T and ¢(T) for any non-zero
endomorphism ¢ of G. However, as it will be emphasized below, the abundance of uniformly
totally inert subgroups is rather restricted.

Our pivotal tool here is the following quite more general setting: a subgroup S of a group G
is named uniformly totally strongly inert if S possesses an intersection S N f(S) which power is
bounded by a fixed natural number simultaneously in S and f(.S) for all non-zero homomorphisms
f:S—-aG.

Besides, we shall say that a fully invariant subgroup S of a group G is uniformly fully invariant
if the index [S : ¢(9)] is bounded by a fixed natural number for all non-zero endomorphisms ¢
of G.

Since a subgroup commensurable with a totally inert subgroup is always totally inert by

[5, Proposition 2.1], one has that the subgroup commensurable with some uniformly fully in-
variant subgroup must be uniformly totally inert.

On the other hand, it was shown in [4, Corollary 1.9] the important fact that any uniformly
characteristically inert subgroup is commensurable a characteristic subgroup and, in addition,
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in [3, Main Theorem| that every uniformly fully inert subgroup is commensurable with a fully
invariant subgroup.

Apart from the observation given above for a lack of too many uniformly totally inert sub-
groups, the objective of the present short article is to show that, based on the idea proposed
in [3], each uniformly totally strongly inert subgroup of a given group is commensurable with
some strongly invariant subgroup of this group, which fact will be illustrated in the next section.
Likewise, it is reasonably natural to ask what is the behavior of uniformly totally strongly inert
subgroups defined as above.

2. The chief results

We foremost begin our work with certain preliminaries. So, in what follows, all homomor-
phisms will be written to the right of their arguments.

If G is a group and A O B are subgroups of GG, and C' is some other subgroup, then the
quotient-group (AN C)/(B N C) apparently embeds in A/B, so that the inequality

[ANC:BNC] < [A: B

is fulfilled always.
Even more clearly, if A O B D C, then the inequality

[A:B]<[A:C]
is always fulfilled. B -

Next, if X and Y are subgroups of G, then X := X/(X NY) and Y := Y/(X NY) are
subgroups of G/(X NY) with X NY ={0}and X +Y = (X +Y)/(X NY). So, it follows that
(X+Y)/(XnY)2[X/(XNnY)]|ae[Y/(XNY)].

Let us now define

X, Y) = X+Y: XNnY]=[X:XNnY]-[Y:XNnY].

We, thus, arrive at the following useful claim:
X ~ Y if, and only if, ¢(X,Y) is finite.
Furthermore, the first ingredient of the proof of the basic theorems quoted below is the

following one.

Lemma 2.1. Suppose G is a group, X, Y and Z are subgroups of G, and ¢ is an endomorphism
of G.

(a) If ¢(X,Y) is finite, then ¢(X ¢, Y ¢) < q¢(X,Y) is also finite.

(b) If ¢(X,Y) and q(Y, Z) are both finite, then q¢(X,Z) < ¢(X,Y) - q(Y, Z) is also finite.

Proof. Regarding (a), an elementary inspection shows that there is a natural surjection

(X+Y)/(XNY) = (X¢+Y9)/(XoNY),

which immediately implies the desired result.
Regarding (b), we derive the relations

g X)) qV,2)=[X: XNY]-[Y: XNY]- [Y:YNZ]-[Z:YNZ]
>[X:XNY]-YNZ:XNYNZ-[XNY:XNYNZ]-[Z:YNZ]
>[X:XNYNZ-[Z:XNnYNZ
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>[X:XNZ][Z:XNZ]
:q(sz)a

as wanted. m|
For subgroups X, Y of G, let us now set the distance metric

d(X,Y) :=In(¢(X,Y)).

So, our next key instrument is the following consequence to the preceding assertion, which
technical proof is omitted as we leave it to the interested reader for checking.

Corollary 2.2. If X, Y and Z are subgroups of G, and ¢ is an endomorphism of G, then the
following two inequalities hold:

(a) d(X¢,Y¢) <d(X,Y);
(b) d(X,Z) < d(X,Y) +d(Y, Z).

So, one may expect below that, if G is a group and X is a subgroup such that, for every
endomorphism ¢ of G, we have d(X, X¢) < oo, then there will exist a fully invariant subgroup
Y such that, for every endomorphism ¢ of G, the inequality d(Y,Y ¢) < oo holds. However, we
will restrict our attention to a more partial case.

Thus, we have now at our disposal all the machinery needed to establish the following main
statement.

Theorem 2.3. Let X be a subgroup of G. Then, X is uniformly totally strongly inert in G if,
and only if, one of following three conditions holds:

(a) X =2 Q is the entire mazimal divisible subgroup of G.

(b) X =2 Z(p™) is the entire mazimal p-torsion divisible subgroup of G.

(c) X is finite.

In particular, every uniformly totally strongly inert subgroup of a given group is commensu-
rable with a strongly invariant subgroup of this group.

Proof. If (a) or (b) holds, then any non-zero homomorphism X — G must satisfy X = X¢, so
that d(X, X¢) = 0.

If (c) holds and X has order k, then, for any homomorphism ¢ : X — G, we must have
a(X, X6) < k2.

Conversely, suppose X is uniformly totally strongly inert. Suppose n € N is given such that
q(X, X ¢) < n for all non-zero homomorphisms ¢ : X — G.

If X is not reduced, then one can decompose X =Y @ Z, where either Z = Q or Z = Z(p*);
we want to show that (a) or (b) must hold. We first show that Y = {0}. If this failed, then the
composition of the natural idempotent projection ¢ : X — Y followed by the inclusion Y < G,
would not be the zero map. Since the group

Z2X)Y =X/(XNX¢)

is infinite, this would contradict that X is uniformly totally strongly inert in G.

Next, suppose X =2 Q and D is the maximal divisible subgroup of G; we want to verify that
(a) must hold. If X # D, then one may decompose D = D’ @ X' @ X, where X’ is isomorphic
to either @ or Z(p*). There is, clearly, a non-zero homomorphism ¢ : X — X’ < G. It thus
follows that X N X¢ = {0}, so that ¢(X, X¢) is infinite. Therefore, (a) must hold. A similar
contradiction can be used to show that, if X = Z(p), then (b) must hold.

So, we may assume that X is reduced. We will show that the assumption that X is infinite
leads to a contradiction, which will establish (c) and complete the entire proof.

- 470 -



Andrey R. Chekhlov... A Note on Uniformly Totally Strongly Inert. ..

To this aim, suppose first that X is not torsion-free but is reduced. Furthermore, for some
prime p, if X has non-zero p-torsion, there must be a decomposition X = Y@ Z, where Z = Z(p*)
for some k € N. Let ¢ : X — G be the natural idempotent projection onto Z followed by the
inclusion Z — G. Apparently, ¢ is not the zero homomorphism; however, the group

X/(XNX¢)=X/Z=2Y

is infinite, which contradicts that ¢(X, X¢) < n.

Suppose, on the other hand, that X is torsion-free. Since we know it is reduced, it follows
that, for some prime p, pX # X. Let ¢ : X — G be the homomorphism given by y¢ = p"*ly.
Since X is torsion-free, ¢ is obviously not the zero map. Note that the quotients

X/(X N X¢) = X/X¢ = X/p"'X

will have order at least p™ > n, which again contradicts that ¢(X, X¢) < n, as promised. O

We are now also ready to establish the next major statement.

Theorem 2.4. Let X be a subgroup of G. Then, X is uniformly totally inert in G if, and only
if, one of following three conditions holds:

(a) X =G=Q.

(b) X = G = Z(p™).

(c) X is finite.

In particular, every uniformly totally inert subgroup of a given group is commensurable with
a uniformly fully invariant subgroup of this group.

Proof. 1f (a) or (b) holds, then any non-zero homomorphism X — X is surjective, so that
d(X,X¢) =0.

If (c) holds and X has order k, then, for any endomorphism ¢ : G — G, we must have
a(X, X¢) < k2.

Conversely, suppose X is uniformly totally inert. Suppose n € N is given such that
q(X, X ¢) < n for all non-zero endomorphisms ¢ : G — G.

If X is not reduced, then one can decompose X =Y @ Z, where either Z =2 Q or Z = Z(p™).
Suppose G = G' @ Z, where Y < G'; we want to show G’ = {0}. If this failed, then the natural
idempotent projection ¢ : G — G onto G’ would not be the zero map. Since the group

Z2X)Y =X/(XNXg)

is infinite, this would contradict that X is uniformly totally inert in G.

So, we may assume that X is reduced. We will show that the assumption that X is infinite
leads to a contradiction, which will establish (¢) and complete the whole proof.

To this purpose, suppose first that X is bounded. For some prime p, the group X has a
non-zero p-torsion subgroup. Therefore, G also has a non-zero p-torsion subgroup. This implies
that there is a decomposition G = G’ @ A, where A is isomorphic to Z(p™) or Z(p™) for some
m € N. Let ¢ : G — G be the natural idempotent projection onto A; obviously, ¢ is non-zero.
Since X is bounded, it follows at once that X¢ < A is also bounded and, consequently, is finite.
It follows now that the intersection X N X ¢ is also finite, and since X is infinite, we can conclude
that ¢(X, X ¢) is infinite too, which contradicts that ¢(X, X¢) < n.

Suppose, on the other hand, that X is unbounded. We construct a sequence of primes
p1,P2, ... such that, if p,, is the product p1ps ... pm, then p, X # 41 X: having constructed
such a finite sequence p1,p2,...,p, and its resulting product p,, then since X is unbounded,
we must have p,, X # 0. And since X is reduced, there must be a prime, say p,,11, such that
Pmt1(mX) # (umX), completing the construction.
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Let ¢ : G — G be the endomorphism given by y¢ = p,1y. Since X, and hence G, is
unbounded, ¢ is easily not the zero map. Note that the factors-groups

X/(X N X6) % X/pir X

will have order at least 2" > n, which again contradicts the condition ¢(X, X ¢) < n, as expected.
O
Remark 1. We now give an independent confirmation that each uniformly totally inert subgroup
X of a group G is commensurable with a uniformly fully invariant subgroup Y of G. In fact,
suppose we have a fixed finite value 0 such that, for every endomorphism ¢ : G — G, we write
d(X,X¢) < d. It now follows from the previous two assertions listed above that X is totally
inert, so employing the main result from [3], there is a fully invariant subgroup Y such that
~v:=d(X,Y) is finite; one easily inspects that Y is, actually, uniformly fully invariant in G.
If we now take ¢ = 2 + ¢, then one finds with the help of Corollary 2.2 that, for every
endomorphism ¢ of G, it must be that

A(Y,Y$) <d(X,Y) +d(X,X¢) + d(Xp,Y$) <7+ +d(X,Y) <e,

as required.
We next proceed with the following commentaries.

Remark 2. To keep a record straight, we should note that the last theorem could be deduced
indirectly with some more efforts from results established in [5]; however, we have obtained a
rather more conceptual and transparent proof.

Indeed, if G = Z(p>), then all the subgroups of G are uniformly totally inert, while if G is
not isomorphic to Z(p>), then only its finite subgroups are uniformly totally inert — indeed, we
claim that these are only the rational torsion-free group Q and the quasi-cyclic p-group Z(p™).
In fact, looking for infinite subgroups H of a group G different from Q and Z(p), respectively,
which are uniformly totally inert, from [5, Corollary 2.3] it follows that, in order to admit infinite
totally inert subgroups, G must be torsion-free reduced and indecomposable. Furthermore, for
such a group G, a subgroup H # {0} is infinite, but and it cannot be uniformly totally inert,
because there is a prime p such that H/pH # {0} (noticing that H is not divisible), so H/pH
has cardinality at least p and, therefore, H/p™H has cardinality at least p™, whence H cannot
be uniformly totally inert, as suspected.

However, the first theorem is somewhat independent from the corresponding results estab-
lished in [2] and [1], respectively.

The following principal affirmation, which takes into account the above discussion, is, hope-
fully, worthy of documentation to stimulate a further research on the subject.

Conjecture. Each uniformly strongly inert subgroup of an arbitrary group is commensurable
with a strongly invariant subgroup of the group.

In fact, it was established in [1, Theorem 4.5] that a subgroup of torsion group is strongly
inert if, and only if, it is commensurable with a strongly invariant subgroup of the whole group.

We finish our work with the next two questions of interest and importance. The first one
states thus:

Problem 1. Decide when a totally inert subgroup is commensurable with a fully invariant
subgroup (or, even, with a characteristic subgroup).

We shall say that a subgroup C of a group G is completely inert, provided that the intersection
C N (C) has finite index in both C' and ¥(C) for any automorphism ¢ of G. In case that this
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index is bounded by a fixed positive integer, simultaneously in C' and ¢ (C'), this subgroup is said
to be uniformly completely inert.

So, we come to our second query.

Problem 2. Explore the structural properties of completely inert and uniformly completely
inert subgroups of a given group and provide, if possible, a close transversal with the (uniformly)
totally inert subgroups.

The scientific work of the first-named author, A. R. Chekhlov, is supported by the Ministry of
Science and Higher Education of Russia under agreement No. 075-02-2024-1437.
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One of the major challenges in the classical theory of complex analysis is the integral repre-
sentation of analytic functions, which allows us to recover a function within a domain from its
values along the boundary. Additionally, it is natural to inquire how an analytic function may be
reconstructed based on its value at a single point on the boundary of a simply-connected domain.
In 1926, T. Carleman achieved a significant breakthrough by solving this issue for certain types
of domains. He devised a strategy for constructing a "quenching" function in the context of
boundary-value problems. G.M. Goluzin and V.I. Krylov further extended Carleman’s findings
in 1933, employing a specialized holomorphic function to assist with the process, which relies on
a portion of the boundary of the domain. Another method based on the approximation of the
kernel of the integral representation was proposed by M. M. Lavrentiev in 1956. It turned out
that this method works successfully in the noted cases when the Goluzin-Krylov approach is not
applicable [2].
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1. Introduction and prelimiraries

1.1. A(z)-analytic functions

A
Let A(z) be an antianalytic function, i.e. —— = 0 in the domain D C C and there is a

z
constant ¢ < 1 such that |A(z)| < ¢ for all z € D. The function f(z) is said to be A(z)-analytic
in the domain D if for any z € D, the following equality holds:

of of
FER A(Z)a' (1)

We denote by O4(D) the class of all A(z)-analytic functions defined in the domain D. Since
an antianalytic function is smooth, O 4(D) C C*°(D) (see [1]). In this case, the following takes
place:

Theorem 1.1 (see [3], analogue of the Cauchy integral theorem). If f € O4(D)NC (D), where
D c C is a domain with smooth 0D, then

/ f(2)(dz + A(z)dz) = 0
8D

Now we assume that the domain D C C is convex and £ € D is a fixed point in it. Since the
function A(z) is analytic, the integral

v(€,2)

is independent of the path of integration; it coincides with the antiderivative I'(z) = A(z).

Consider the function ) 1

:%z—f—i—l(z)’

where v(§, z) is a smooth curve which connects the points &,z € D (see [5]).

K(z,¢)

Theorem 1.2 (see [5]). K(z,§) is an A(z)-analytic function outside of the point z = &, i.e.
K(z,6) € Oo(D\{¢}). Moreover, at z = £ the function K(z,€) has a simple pole.

Remark 1.1 (see [5]). If a simply connected domain D C C is not convex, then the function
w(gvz) = Z—£+I(Z)7

although well defined in D, may have other isolated zeros except & : ¥(&,z) = 0 for z €
P\{¢,&1,&,...}. Consequently, v € Oa(D), (& 2) # 0 when z ¢ P and K(z,8) is an A(z)-
analytic function only in D\P, it has poles at the points of P. Due to this fact we consider the
class of A(z)-analytic functions only in conver domains.

According to [5], Theorem 1.2, the function ¥ (¢, z) is an A(z)-analytic function.
The following set is an open subset of D:

L(a,r)={z€ D: |[¢Y(a,z)| <r}.

For suffiently small » > 0, this set compactly lies in D (we denote it by L(a,r) CC D) and
contains the point a. The set L(a,r) is called an A(z)-lemniscate centered at the point a. The
lemniscate L(a,r) is a simply-connected set (see [5]).
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Theorem 1.3 (see [4], Cauchy’s integral formula). Let D C C be a convex domain and G CC D
be an arbitrary subdomain with a smooth or piecewise smooth OG. Then for any function f(z) €
O4(G)NC(@Q), the following formula holds:

/f €) (d€ + A(g)dg), z€G- (2)

Note that from formula (2) it follows that if f(z) € Oa(L(a,r))(\C (L(a,r)), where
L(a,r) CC D is a fixed A(z)-lemniscate, then in L(a,r) the function f(z) is expanded in a
Taylor series:

2= ct(a, ) 3)
k=0

where ¢, = L 1(§)

2mi / (¥(a, )1
W (@§)l=p

(dé + A(€)dE) ,0<p<r k=0,1,2,....

1.2. A(z)-harmonic functions

Theorem 1.4 (see [6]). The real part u(z) of the functions f(z) € O4(D) satisfies the equation

AT

0 1 Bu
i the domain D.

Conversely, if D is a simply connected domain, and a function u € C?(D) satisfies the
differential equation (4), then there is u(z) = Ref(z).

(4)

In connection with Theorem 1.4, it is natural to define A(z)-harmonic functions as follows.

Definition 1.1 (see [6]). A function uw € C*(D), wu : D — R is called A(z)-harmonic if it
satisfies in the domain D the differential equation (4).

The class of A(z)-harmonic functions in the domain D is denoted as ha(D). Thus, the
operator A4 in the theory of A(z)-harmonic functions plays the same role as Laplace operator
A in the theory of harmonic functions. It follows from Theorem 1.4 that the real and imaginary
parts of A(z)-analytic function f = u + v in the domain D are A(z)-harmonic functions. The
function v is called the A(z)-conjugate harmonic function to u.

Theorem 1.5 (see [6], analogue of the Poisson formula for A(z)-harmonic functions). If the
function w({) is continuous on the boundary of the lemniscate L(a,r), then the function

_ 1 wioy =@
u(=) = JEG G )P

[¢(a,Q)|=r

|d¢ + A(¢)dC] (5)

L(a,)) N C (L(a,1)) :

is the solution of the Dirichlet problem in L(a,r), i.e. u(z) € ha(L(
uw(2)|or(a,r) = w(C). Conversely, any function u(z) € ha(L(a,r)) N C(L(a,r)) is represented
in L(a,r) by the Poisson integral:

LU Pl
u(z) = / O

[¥(a,Q)|=r

|d¢ + A(¢)dC|, =z € L(a,r)- (6)
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Formulas (5) and (6) are analogues of the Poisson formula for A(z)-harmonic functions. Here,

r? —[¥(a, 2))?

P(z,() = —————
= 0= TP

is the Poisson kernel.

1.3. Angular limits and Hardy classes for A(z)-analytic functions

Let L(a,r) CC D and f(z) € Oa(L(a,r)). We define the concepts of angular and radial
limits of A(z)-subharmonic and A(z)-analytic functions in lemniscate L(a,r). The radial limits
of the function f(z) at some point ¢ € dL(a,r) are denoted as f*(¢) and the angular limits are
denoted as f%(C) (see [8]).

In the classical case of the disk U = {w € C : |w| < 1} C C,, the limit by the radius
e ={w=1t¢}, 0<t <1, ¢ €U of the function g(w),

g ()=, Jlim__ g(w)
is called the radial limit, and the limit by the angle < C U, ending at the point ¢ € <, is called
the angular limit,

9(¢Q) = lim  g(w)-

w—C,wEL
Since lemniscate L(a,r) is a simply connected domain with a real analytic boundary, according
to Riemann’s theorem there exists a conformal map x(z) : U — L(a,r), which is also conformal
in some neighborhood of closure U. Let y maps the boundary point A € 9U to the boundary
point ¢ € OL(a,r). Then the curve 7. = x(7») has the property that it connects points a, ¢
and is perpendicular to all lines of level dL(a, p) = {|1(a,2)| = p}, 0 < p < r. In the theory
of A(z)-analytic functions, the curve 7. = x(7») plays the role of the radial direction, and the
image of the angle x(<t) plays the role of the angular set at the point { € dL(a,r). We will

denote this angle by <« = <¢. The limit f*({) = lcim f(2) is called the radial limit, and
z—(,zEY¢

fi(¢) = Zﬁéirzneqq f(2) is the angular limit of the function f(z) at the point ¢ € OL(a,r) (see [8]).
Now we will show the smoothness of the boundary of lemniscate L(a,r). For this, we take the
automorphism x~1(z) : L(a,r) — U by Riemann’s theorem. Let there be some neighborhood
V = {¢(a,¢) = re'? 0| < e} for Ve > 0. Also has x "1 (V) C U and x~*((y) = \o € OU. Fur-
ther, there is a diffeomorphism 7 = —ilnx~*(¢) : V — [~1;1]. This diffeomorphism represents
all boundary points of differentiability of the function f*(¢) and f%({) (see [8]).
Next we introduce the Hardy class for A(z)-analytic functions:

Definition 1.2 (see [8]). The Hardy class H?, p > 0, for A(z)-analytic functions is the set of
all functions f(z) such that its averages

L / F(2)P|dz + A(z)dz] (7)

2mp
[¢(a,2)|=p
1
are uniformly bounded for p < r, i.e. sup { [ 1f)Pldz+ A(z)d2|} < 0o
p<r L2TP (a2 =

The Hardy class for A(z)-analytic functions in the domain L(a,r) is denoted as HY (L(a,r)).
The norms in them are defined by the formula (see [8]):

=

| fllzz=sup (27r1p / |f(z)p‘dz+A(z)dz’> < 00-

[¥(a,2)|<r
|4 (a,2)|=p
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Further, from the inequality b7 < b?+1, 0<g¢g <p, b >0 we conclude that f € HY follows
feHY, ie. HY C HY for all p and ¢. Let us define a class of bounded functions

H (L(a,r)) = {f<z> €OuIr): sw (I} < oo}~

The norm in H(L(a,r)) is defined as || f(2) [[g=sup {[f(2)[} (see [8]).
a,r)

z€L(

1.4. The Fatou theorems and Cauchy’s integral formula for the Hardy
class H}

Now, we will consider the Fatou theorem for the class of functions H} :

Theorem 1.6 (See [8], the Fatou theorem for the class of functions HY). If f(z) € HY(L(a,r)),
then the angular limit

f2(Q) = lim f(z)

z—(,zE¢

exists and is finite for almost all { € OL(a,r), except, perhaps, the points of some set E of
measure zero.

The following statements follow from Theorem 1.6:

Theorem 1.7 (see [8]). If f(2) € Hy(L(a,r)), then f*(¢) € LY (0L(a,r)). Asp —r

fltz+ Al — [ (Ol + A0 (®)
[¢(a,z)|=p [t (a,¢)|=r
and
() = *(Q)l|dz + A(2)dz|— 0. )
[¥(a,z)|=p
According to Cauchy integral formula (2) for lemniscates L(a,r)
) =5r [ HOKE) (e + A©)d8).
[(a,&)|=p
we conclude that )
) =r [ FOKEGE) (@ + Q). (10)
[¢(a,0)|=r

This is the Cauchy integral formula for functions of H}.
We show a boundary uniqueness theorem for the Hardy class HY:

Theorem 1.8 (see [8]). Let f(z) € Hy(L(a,r)). Suppose that for some set M C dL(a,r) of
positive measure f*(¢) =0, V¢ € M. Then f(z) =0.

2. Carleman’s formula for A(z)-analytic functions

2.1. A(z)-harmonic measure of a boundary set

For a measurable boundary subset of a lemniscate L(a,r), the A(z)-harmonic measure
w(z, M, L(a,r)) is defined very simply, according to the Poisson formula. If

o _13 CG Mv
Rar(0) = {O, ¢ €0L(a,r)\M

— 478 —



Nasridin M. Zhabborov, Behzod E. Husenov Analogue of the Carleman’s Formula. ..

is a characteristic function of the set M C dL(a,r), then the A(z)-harmonic measure is

wle ML) =g [ PEONO] + A0 (1)

o
v (a.Q)=r
Note that the A(z)-harmonic measure w(z, M, L(a,r)) is a A(z)-harmonic function inside the

lemniscate L(a,r) and
-1 < w(z, M, L(a,r)) <O0-

Theorem 2.1 (see [9]). The function w(z, M, L(a,r)) either does not vanish anywhere,
w(z, M, L(a,r)) <0, or is identically zero, w(z, M, L(a,r)) = 0. Moreover, w(z, M, L(a,r)) =0
if and only if the bounded set M C OL(a,r) has measure zero.

The following theorem is very important in qualitative estimates of A(z)-analytic functions.

Theorem 2.2 (see [9]). Let M C 0L(a,r) be a measurable boundary set of positive measure.
Then for almost all points (° € M there exist radial (angular) limits w*(¢°, M, L(a,r)) = —1.

2.2. Construction of a quenching function and the Carleman formula in
class H}.

Let D C C be a convex domain, L(a,r) CC D be some lemniscate, on the boundary of
which the set M C dL(a,r) of positive measure is given. The task is to restore the function
f(z) € Hi(L(a,r)) to L(a,r) by its boundary values given not over the entire boundary dL(a,r),
as in (10), but only on M. Applying Carleman’s simple idea, we will construct a "quenching”
function that will allow us to get rid of (10) by integrating over dL(a,r)\M. For this purpose,
it is necessary to construct an auxiliary function ¢(z) € H3(L(a,r)) satisfying two conditions
(see [9]):

1. |¢*(¢)] = 1 almost everywhere on dL(a,r)\M.

2. |p(z)| > 1 at L(a,r).

This can be done by constructing the A(z)-harmonic measure w(z, M, L(a,r)) of the bound-
ary set M C OL(a,r). According to Theorem 2.2, w(z, M, L(a,7)) € ha(L(a,r)), —1 <
w(z, M, L(a,r)) < 0 and

w* (¢, M, L(a,r)) = lim w(z,M,L(a,r))=-1

z—(,zEC

almost everywhere at M and

w*(¢,0L(a,")\M, L(a,r)) = lim w(z,0L(a,7)\M, L(a,r)) =0

z—(,2€<

almost everywhere at OL(a,r)\M (see [9]).

Since L(a,r) CC D is simply connected, there is an A(z)-harmonic function v(z), conjugated
to w(z, M, L(a,r)). Then w(z,M,L(a,r)) + iv(z) = w(z) € Oa(L(a,r)). Consider function
©(z) = e () € O4(L(a,r)). Tt satisfies the above conditions:

lp(2)| = e~ EML@N) o
everywhere in L(a,r), i.e.

o) € HE (L(a,1)), |¢"(Q)] = 7= M@ = 0 =1
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almost everywhere on dL(a,r)\M and
lp(z)| = emwEML@N) 5 1 vy e L(a,r).

This function is called the quenching function with respect to the set M (see [9]).
Now we look at the important formula:

Theorem 2.3 (see [9]). If f € HY(L(a,r)) and M C OL(a,r) is the set of positive measure,
then the formula

F2)= o Tim / o] 28] Ko @+ a0 (12)

will be true for any point z € L(a,r). Moreover, the convergence in (12) will be uniform on
compacts from L(a,r).

3. M. M. Lavrentiev’s method Carleman’s formula for
A(z)-analytic functions

Let in the set L(a,r)\M with the Cauchy kernel K (z,() (here z € L(a,r) is fixed) be ap-
proximated by A(z)-analytic functions g, ., (¢) € HY (L(a,r)). These functions are orthogonal
to the considered A(z)-analytic functions f € H} (L(a,r)) and integration over dL(a,r). In
addition,

dm [ PO (K (200~ gem (€)) (4 + AQC) =0 (13
OL(a,r)\M

We arrive at the following formula:

f(z)= lim [ f*(¢) (K (2,¢) = gzm (€)) (d¢ + A(C)dC) - (14)

M

In formula (14), z is included as a parameter under the integral sign.

Now we construct the Carleman function for A(z)-analytic functions. This idea of obtaining
the Carleman formula (12) with kernel approximation can be described using the Carleman
concept introduced by M. M. Lavrentyev for A(z)-analytic functions. A function of two complex
¢,z and a positive variable a, which we denote by G (z,(, @), is called the Carleman function
A(z)-analytic set M in the domain D if:

1 ~ ~
1) G(z,¢a) = TG0 + G (2,¢, ), where G to ¢ is a function of class HY (L(a,r));
1
2) — [ |G(z¢ )| |d¢+ A(Q)dC| < |C(2)| o, where the constant C(z) depends on z.

2 AL(a,r)\M
An example of a generalized Carleman function is the kernel in formula (12):

o <<>r L
o) | 90

And in general, if the Carleman function is A(z)-analytic G, then the Carleman formula for
A(z)-analytic functions is also true:

GG = |

271 a—0

f(2) = = lim / F(OG (2,¢.0) (dC + A(Q)dC) (15)
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It is obvious that generalized formulas (14) and (15) are equivalent.
Let us prove the theorem of M. M. Lavrentiev for the A(z)-analytic function:

Theorem 3.1. Let L(a,r) CC D be a set whose boundary consists of a finite number of closed
piecewise smooth Jordan disjoint curves, and let M be an open subset of OL(a,r). Then there is
a Carleman formula (14) for function f(z) from class HY(L(a,r)):

f(z) = Tlim [ f*(¢) (K (2,¢) = g=m (€)) (d¢ + A(C)dC)

m—oo
M

which we construct using a chain of integrals and expansions in series.

We first check the limit (13) for uniform convergence by representing g, »,(¢), the approxi-
mating Cauchy kernel K(z,(), as a series. Vz € L(a,r), ¢ € dL(a,r) of

1 1 1
2miK (z,() = = . _
mik(z¢) Y(¢, 2) C—z+ [ A(r)dr f A(r)dr — (z — a) f A(r
7(2,€) v(a ¢) v(a,2)
_ 1
V(a1 -4 ggg prdl

The Cauchy kernel K(z, () is extended to L(a,r) lemniscates as indicated above. Now let us
check g, m,m(¢) functions. From the end of subsection 1 we select a function in the form of a finite
series:

Now we move on to limit

lim [ f*(¢) (K (2,¢) = gz.m (€)) (dC + A(Q)dC) =

m—00
M

T P A S G0 S e W CI G .
7n"}~>ooMf (©) (kZ_O (¢p(a, C))FHT ;w(a’o)w) (d¢ + A(¢)dC)

Now let us prove Theorem 3.1:

Proof. From the generalized Runge theorem (see [10], p. 20) it follows that the compact set
OL(a,r)\M is, for small £ > 0, a compact set O4(L(a,r).) — convex. Consider a sequence of

compacts K,,,m € N, K, € K1, U K = L(a,r) each Ky, is O4(L(a,r).) — convex. For
=1

m=
example, we choose this compact set in this form:

;cm:L(a,(l_l)r):L(a,W).
m+1 m—+1

Function K(z,() is A(z)-analytic on (0L(a,r)\M) x K,,, and each function from
O4 ((0L(a,m)\M) x K,,,) is uniformly approximated on this compact by functions from
Oa (L(a,r)e x L(a,r).). We showed uniform convergence above by representing the g, (¢)
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functions as a series. Indeed, from O4 (L(a,r).) — the convexity of (0L(a,r)\M) and K,, fol-
lows O4 (L(a,r): X L(a,r):) — the convexity of (OL(a,r)\M) X K,,, which is easy to prove using
the double integral Cauchy formula (in the special case of space C2, formula (4) from [7]):

B Fonn(220) (€ + AQ)AT) A (dz + A(2)d2)
1C) = Grye / 0(2.0) X D(ar2) ’

(OL(a,r)\M)XK,,

applied to the neighborhood of (OL(a,r)\M) X K,,, and the fact that the integral is the limit of
integral sums. So, evenly on

K(2,0) = lm_fin mn)(C2):
where
Jmmm)(C,2) € Oa(L(a,r)e x L(a,7).).
Function g, (¢) is A(z)-analytic on L(a,r)s x L(a,r). and Carleman’s formula (14) is valid. O

In this proof we actually did not use the openness of M, but only the fact that M contains
a neighborhood of some point, so we have

Corollary 3.1. The statement of Theorem 3.1 holds if M contains at least one point from
OL(a,r) together with its neighborhood on OL(a,r).

Finally, we note that the A(z)-analytic kernel K(z,¢) in the Carleman formula for A(z)-
analytic functions from Theorem 3.1 or Corollary 3.1 is constructed as constructively as one can
construct an approximation in Runge’s theorem (see [10]), i.e. using a chain of integrals and
expansions in series.

M. M. Lavrentiev’s method has found important applications in the theory of ill-posed prob-
lems of analysis and mathematical physics in [11]. And the method of A. M. Kytmanov appeared
in relation to homogeneous domains in C™ (see [12]).
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Amnasior dopmynsr Kapiaemana juis A(z)-aHATATAYIECKUX
dbyukImii

Hacpuana M. 2Kab6opos

TamkeHTCKH rOCyIapCTBEHHBIN SKOHOMUYECKU YHUBEPCUTET
Tamkent, Y30ekucran

Byxapckuit rocy1apCTBEHHBIN YHUBEPCATET

Byxapa, ¥Y3bekucran

Bex3oa 9. XyceHoB

Byxapckuit rocy/1apcTBeHHBIN yHUBEPCUTET

Byxapa, Y3bekucran

Aunoraumsi. B pabore mua A(z)-anamurmaecknx byHKIMT U3 Kiacca XapIu JOKa3bIBAETCS aHAJIOT
dopmynsr Kapaemana. Unest moyuennss popmynsr Kapiemana n moustue dyuknun Kapiemana s
A(z)-anamurudeckux GyHKUmA u3 Kiaacca Xapau npunasgexar M. M. JlaspentseBy. B nokasarenncrse
dopmynsr Kapiemana cymectsenno nconbdyiores A(z)-rapmonndeckue dynkumu n dpopmysa [Tyaccona
B jemuucKarax L(a,r), KOMIIAKTHO MPUHAJJIEKAIMX B paccmarpuBaeMoii obimactu D C C.

KuroueBble caoBa: A(z)-aHannrudeckast GyHKuus, Kiaacc Xapau, A(z)-j1eMHHUCKaTa, KpaTHAs WHTE-
rpanbHasi dhopmysia Ko st A(z)-asamurmaeckux dbyHKIMHA.
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Abstract. This paper considers Carleman’s integral formula for a function of matrices in the space
C™ [m x m]. The resulting formula is a general case of G. Khudayberganov’s result.
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1. Introduction, preliminaries and problem statement

It is known that Carleman formulas solve the problem of reconstructing a holomorphic func-
tion in a domain D (that behaves quite well when approaching the boundary dD), from its values
on some uniqueness set M C 0D that does not contain the Shilov boundary.

The problem of reconstructing a holomorphic function goes back to the Cauchy integral
formula, which is unique in the case of the complex plane. It reconstructs a holomorphic function
in a domain using its values on the boundary. Naturally, the question arises whether is it possible
to reconstruct a holomorphic function inside a domain using its values not on the entire boundary,
but on a part of it. A positive answer to this question first appeared in the works of T. Carleman
in 1926 (see [1,2]) in one particular case, and this explains the name of these formulas after him.
He proved a formula that reconstructs a holomorphic function in a sector using its values on
the arc of the sector. Later, in 1933, G. M. Goluzin and V.I.Krylov (see [2,3]) found a method
based on the introduction of a damping function, which allows one to solve this problem for an
arbitrary simply connected domain of the complex plane.
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He proved the following: If f € H! (D) and a set M C 9D has positive Lebesgue measure,
then for any point z € D the following Carleman formula is true

1) —n}féo%/f [ ]

§—2
where ¢ (z) = exp (u + iv), the function u (z,y) is the solution of the Dirichlet problem for the
domain D, and v (z,y) is the conjugate harmonic function to u (x,y).

In 1956, M. M. Lavrentiev (see [2]) proposed a method for obtaining Carleman’s formula
by approximating the kernel. Further development of this theory in multidimensional complex
analysis can be found in the book by L.A. Aizenberg (see [2,4]). Also in multidimensional
complex analysis, this problem was studied in the works of N.N. Tarkhanov [5], Sh. A. Dautov
[6], A.M.Kytmanov [7, 8], T.N.Nikitina, G.Khudayberganov [9, 10], S.Kosbergenov [11],
B. A. Shaimkulov [12] and others (see [13,14]).

A. M. Kytmanov proposed a new method for obtaining the Carleman formula for homogeneous

(1)

domains using automorphisms of these domains: if we can restore a function at one point of
the domain, then using automorphisms we can restore it at any point of the domain. And
G. Khudaiberganov in his work [9] considered Carleman’s formula for matrix functions. We will
use G. Khudaiberganov’s method to obtain the Carleman formula in our studies.

2. Carleman’s formula for matrix functions

Consider C™’ the space of m? complex variables space. In some questions, it is convenient
to represent the point Z of this space as Z = (z;;){"_;, i.e., as square [m x m]-matrices. With

this point of representation, the space C™" can be denoted by C[m x m]. Denote by C"[m x m)]

the direct product of n copies of [m x m]-matrix spaces: C[m x m] x - - - x C[m x m].
n
Let Z = (Z1,...,Z,) be a vector composed of square matrices Z; of order m, considered
over the field of complex numbers C. Let us write the elements of the vector Z = (Z1,...,2,)

as points z of the space crm

2= (D OB CO R Y (n) (n) () et ()

F AR NP2 DR AU R /ey AN S RT3 ORI AU S Ao

Hence, we can assume that Z is an element of the space C"[m x m], i.e., we arrive at the
isomorphism C™ [m x m] & C"™".

Denote by D C C" a bounded set of [n x n] matrices W. By Gershgorin’s theorem (see [15],
p. 198) there exists a bounded simply-connected domain D C C! with piecewise-smooth bound-
ary that contains all eigenvalues of all matrices W € D. Then for every function f € O(D)NC(D)
is defined f (W), where W € D (see [15], Sec. 5.8), using the Cauchy formula we have

FV) = 5 [ 1) 1= W) @
oD

here I is the identity matrix of order n.
Note that the Hardy class H' (D) consists of all functions f that are holomorphic in D and
for which

1£lls = sup / F (rZ)|dp | < oo,
0<r<1 D
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The definition of (3) can be easily extended to the class H! (D). The following is a result
of G.Khudaiberganov where a matrix analogue of the classical Carleman formula is obtained
(see [9]).

Theorem 2.1. If f € H! (D) and M C 9D is the set of positive Lebesque measure, then for any
matric W € G the Carleman formula is true:

)= tim o= [ 1O - e @l (4)

where the function ¢ is the same as in the one-dimensional Carleman formula.

Note that for n = 1 the relation (4) is a generalized Carleman formula (1).
For the matrix unit disc

r={ZeClmxm|: ZZ* <I}
we can take the usual unit disc
U0,1)={z€C:|z| <1},
as D, therefore the next statement is true.

Corollary 2.1. If D = 7, then the formula (4) is valid, where M C 0U (0,1).

Corollary 2.2. If my =mgo=---=mg =1, then
. 1 W — A1 d¢
W)= lim — . 5
rn =t S TR [rof55] 55, o
N v#k
where A1, Ao, ..., A different eigenvalues of the matrizx W with multiplicities my, mao, ..., mg
respectively.

The proof of Corollary 3.1 becomes obvious if we take into account that the eigenvalues of the
matrices from 7 lie in the unit disc [16]. Corollary 3.2 is proved with the use of Theorem 5.5.2
from [15], according to which

1 i1 -\
Zk] = (j — 1)'(50 )\kl H )\k )\

where k = 1,2,...,8;j = 1,2,...,my. We note that from (5), by virtue of equality (1), there
follows the Sylvester interpolation formula [17,18]

S

= w— A1
=3 fw) SV
k=1 =1 v

l/;k?
This means that these results were used to find the Sylvester interpolation formula in the space

C[m x m]. In this paper, we present an analogue of Theorem 2.1 for C™ [m x m], and using the
resulting theorem, we write the interpolation formula in the space for the case C™ [m x m].
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3. Carleman’s formula for functions of matrices
in C" [m x m)|

Let A = (A1, Ay,...,A,) € C"[m x m] and )\1(,1),...,)\1(,";“) be different eigenvalues of the

matrix with multiplicities my,...,ms, and A, € C*[m x m|, v =1,...,n,and D, C C! domain
containing )\,(/1)7 e )\(f”) and lying in the v-th coordinate plane of the space C*, v =1,...,n.

According to Gershgorin’s theorem such D, exist (see e.g. [15]).
Let us assume that the function f(t) = f(t1,...,t,) € HY(D), where D = Dy X Dy X -+ X D,,.
Let us define a holomorphic function of several matrices variables using the formula:

f(4) = ﬁ / FOT — A) (6)
J

where T = 0D X 9Dy X --- x 0D,,, dt = dt; ...dt, and
(I —A) "=t —A) 7 (b — Ap)
The following spectral expansion theorem holds for f(A) .
Theorem 3.1. If f € H'(D), then there exist matrices
A, ...,Z(l) r,=1,...,8, pp=1,....m,,, v=1,...,n,

T1pP1

81y.e0y8n Mg ey My, |: 8|p|77l

O] — 7)

vy =1 py . pn=1 BAlei=e N ()
where
r=(ry,...,rn), p=D1,--,Pn),
Pl =pr+p2+--+pn,
Zy, = Zﬁ}z)n .. .ZT(:LLM A= (A1...\,), where the entry A = A" means that A\ = )\5”), ciy Ap =
,\§f’"). The component Z,,(-Zg)u of the matrix A,, v =1,...,n is determined by the formula:
ﬁ%:%imeNﬂwlilﬁgngV:Lwn (8)

Ju#Ty

Let D =D; X --- x D, € C"[m x m] be a bounded domain. Then by Gershgorin’s theorem
(see [15]) there exists a polydisc U™(0, R) = {z € C" : ||z]| < R} containing all eigenvalues of all
matrices W, € D,, v =1,...,n. Let Ay, be the spectrum of the matrix W,,, v =1,...,n, then

Aw = (Aw,,...,Aw,) C U™ (0, R).

Consider the set E < T"(0,R), m,E > 0. For points ‘¢ = (&,...,&,) € T"(0,R),
a=(ai,...,a,) € Ay and parameter | € C'. Let us introduce the set

Eafg = {t el .ty :tl(l),tj(l,fj),j = 2,...,71,‘” = R},

where )
O ¢(1-150) + 0501 -1)

tla):(al_l)(l_il) ) tj(lagj): G a2, (9)
Gl —1)+1— Ll
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By E’, we denote the set
{*¢ € T"(0,R) : mp—1Eqa¢ > 0} . (10)

From Fubini’s theorem it follows that m,,_1E’, > 0 . Let us put
1 n+ar —t (14 %)\ dy
alt) = — : e

2mi ti(1—Fn)+n—a
Ea,‘&

where ¢ and ‘¢ are related by the relation (9) and (10).

Theorem 3.2. Let f(t) € HY(U™(0,R)), E C T*(0,R) and m,(E) > 0, then for an arbitrary
W = (Wy,...,W,) € D the next formula holds:

FW) = G(E'x,) " lim

p—oo (2mi)"

/f(t)epwvv(t)—ww(vv))(ﬂ — W) lat, (11)

where

GE A= [ PUELWydm,,
Bz
P(EL/W) =[ (6] = Wa) (o] — Wa)*] T (R2T — WaT¥) ...
(€ = Wa) (6T — Wi)*] " (B2 — W W)
(A — W) ' =t L —Wh) " (D — W)
dt =dty Ndts A - A dty,

the set E’'n,, is defined in the same way as in the formula (10).

Proof. Let A\1,..., s be distinct eigenvalues of the matrix W with multiplicities mq,mo, ..., ms.
By virtue of the definition of a holomorphic function of several matrices and by formula (7) we
have

o0 = sy [T] 85 5500 M

(T,,
Tn Tn V= 1r,=1p, —1 t _A

, olel—n DNV -
X /{f(t)aAﬁl‘l---mi’“‘l < =2 to Lz

AV:AS' /)

where Zﬁf,’;,u components of matrix W,. Here we have used the fact that the formula

/\,(,1), ey /\E,S”) can be differentiated and

S S, ™M,
Y D (py—1)! n Ipl—n
ST Y % (f( e ))L,dt (2mi) [mfl@lmmnl (f()\l...)\n))] -

T~ v=17r,=1p,=1

glpl—n PP (N)
= G EAA _E[: Aplfl..,aAZ"*I ( ;—A )

o8 (1) dt

A=A
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The proof of Theorem 3.2 completed. O

Note that when n = m = 1 the formula (11) turns into the formula of Goluzin and Krylov,

and in the case of n = 1, when D is matrix unit disc, into the Carleman formula obtained by
G. Khudayberganov [9].
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I'. Xynaitbepranosa.
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Introduction

Currently, the problem of obtaining various biomaterials from supporting connective tissues
capable of providing conductive and osteoinductive properties of the natural matrix is topi-
cal. These materials can be used in various branches of medicine: dentistry, traumatology and
orthopaedics, maxillofacial surgery [1]. Dental tissues are promising and accessible sources that
can be used to correct disorders of bone metabolism and mineral homeostasis. Bone mineral
content (BMC) is obtained by demineralisation of human and animal dental tissues. It is used
to fill defects after injuries and traumas, in endoprosthetics in dentistry, to regulate metabolic
processes by exogenous introduction into the body, has pronounced osteoinductive properties
due to preserved bone morphogenetic proteins. Also this material can be used as a compo-
nent of toothpastes and various professional dental compositions for prevention of caries and
destructive processes of tooth enamel, because the mineral component of dental tissues along
with the hexagonal crystalline structure of hydroxyapatite (HAP) contains an amorphous phase,
which has the best adhesion to enamel [2]. This raises the need to assess the quality of xeno-
geneic bone-plastic materials from animal teeth. Optical methods are one of the most common
operational methods for evaluating biomaterials for various purposes [3,4-5]. Among them, Ra-
man spectroscopy 3|, IR spectroscopy [4], energy dispersive X-ray fluorescence analysis, atomic
adsorption analysis and scanning electron microscopy are widely used to assess the composi-
tion of biomaterials [5]. For example, in [3], single crystals of synthetic hydroxyapatite were
studied by the method of orientation micro-Raman spectroscopy, as a result, it was found that
the crystallites in the studied region have a high orientation. In [4], the analysis using Fourier
transform infrared spectroscopy was performed on hydroxyapatite doped with europium, then
the antimicrobial activity of nanoparticles of hydroxyapatite doped with europium depends on
the concentration of europium. In [5], samples of hydroxyapatite of various species of wild and
domestic animal species, as well as humans, were studied using a complex of methods of electron
microscopy and atomic adsorption analysis. It was found that bone hydroxyapatite samples con-
tain trace elements, and the mass ratio of calcium and phosphorus corresponds to their ratio in
native bone tissue. Images of the microstructure of the surface of hydroxyapatite obtained from
the bone tissue of some animals and energy dispersion analysis data reflecting the composition
of the samples are presented. Purpose of the work: evaluation of the demineralisation efficiency
of xenomaterials of different origin using Raman spectroscopy.

Materials and methods of research

The objects of the study were groups of BMC samples manufactured using the Lioplast®)
technology from the teeth of Bos taurus cow (TU-9398-001-01963143-2004). The dental material
was mechanically cleaned of soft tissues, poured into a 3% hydrogen peroxide solution and left for
a day at room temperature, then the solution was drained. The samples were then infused with
an alcohol-ether mixture, left for 24 hours at room temperature, then the solution was drained
and each tooth was washed with distilled water. The samples were then dried on filter paper.
Hydrochloric acid in two concentrations (1.8 n and 2.4 n) was used for demineralisation, with a
change once every three days. Teeth for the study were divided into 2 main groups according
to the degree of demineralization in hydrochloric acid: group 1 — demineralized in 1.8 n HCI,
group 2 — demineralized in 2.4 n HCI. In each group, cow molars and incisors were used to
make MCIs. The MIC samples were obtained by sodium hydroxide precipitation followed by
washing with distilled water, centrifugation and drying in a drying oven at 180 C for 3 hours.
Raman spectroscopy was used as the main method of xenomaterials investigation, implemented
by high resolution digital spectrometer AndorShamrockSR-303i with built-in cooled chamber
DV420A-OE providing spectral resolution of 0.15 nm and fibre optical probe for Raman spec-
troscopy RPB785, combined with LuxxMaster LML-785 laser module. 0RB-04 (up to 500 mW,
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wavelength 785 nm) [6]. The spectra were taken at three different points and averaged using the
Wolframmathematica software package.[7] Linear discriminant analysis in IBM SPSS Statistics
software environment was performed for the obtained split CR spectra. A biochemical analysis
of the calcium ion concentration in the demineralising solution was performed as an additional
method of investigation.

Analysis

Fig. 1 shows the results of the Raman studies of xenomaterial samples. With different de-
grees of demineralisation depending on the sample types changes in the CD amplitude are ob-
served in the lines 956 cm~! (PO,P-O symmetrical valence), 1071 cm~! (CO2~,C-O flat valence),
1129-1242 ecm~! (Amide 11T (C-N-H stretching) bending N-H). No significant changes are ob-
served in the other Raman lines. These changes are due to the peculiarities of the enamel
structure of molars and incisors.

- o ~ g = ™~ o = 2
. S o ¥ K & o 5 o = ® @0 R
g 8 x 83 2 =2 C - = I EN I =
@ H H N H H
>
=2
@
<
@
2
E

1600 1780
Raman shift, cm”

800 1000 1200 1400
Fig. 1. Averaged Raman spectra of xenomaterials obtained at degree of demineralisation: 1 —
1.8n and 2 — 2.4n; by origin a — Molar, b — Chisel

Fig. 1 shows that in xenomaterials derived from molars there is a 956 cm~! decrease in
phosphate line intensity (POif, P-O symmetrical valence) both at 1.8 n acid concentration and
at 2.4 n and respectively the line intensity ratio changes at 956 cm™! (POf’l_, P-O symmetrical
valence) and 1071 cm~! (CO3~, C-O flat valence), indicating mineral component leaching during
demineralisation of xenomaterials. It can be seen that at an acid concentration of 2.4 n, the
mineral components are almost completely leached, indicating that the demineralisation process
is effective. In contrast, the xenomaterials obtained from incisors show a more saturated content
of mineral components. Fig. 1 shows that at acid concentration of 2.4 n the xenomaterials
obtained from the incisors are highly mineralized, as evidenced by the CD line intensity at
956 cm ™! (PO3™ (v4), P-O symmetric valence). To increase the information content of obtained
Raman spectra a non-linear regression analysis of spectra was performed consisting of their
decomposition into spectral lines. Fig. 2 shows the result of spectral contour decomposition into
the sum of Gauss line distributions. The mean value of the coefficient of determination of the
resulting spectrum from the baseline in the range 800-1780 cm ™! was R2 = 0.99, the relative
error in the intensity of spectral lines a does not exceed 5%, the mean standard deviation of line
coordinate x0 is 1 cm ™!, the mean standard deviation of line width (HWHM) of Gauss dx is 1
em~!. In Fig. 3(A), 12 spectra with a degree of demineralisation of 1.8n are analysed. The LD-1
discriminant function describes the variance by 100%. Positive LD-1 values are more common in
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Fig. 2. Spectral contour decomposition of the BMC samples

the CR spectra of incisors. Negative ones for molars. In Fig. 3(B), 18 spectra with a degree of
demineralisation of 2.4 n are analysed. The discriminant function LD-1 describes the variance at
100%. Positive LD-1 values are more common in the CR spectra of incisors. Negative values for
molars. Fig. 4 shows the coefficients of the factor structure matrix with the physical meaning of
the correlation between the variables in the model and the discriminatory function. The higher in
modulo the LD-1 value for a variable, the more it determines the difference in the discriminatory
model between groups of samples. It is also clear from the extended analysis that xenomaterials
from molars are not completely demineralised by grade 2,4 acid. These changes are due to the
peculiarities of the enamel structure of molars and incisors. Enamel hydroxyapatite has a highly
crystalline calcium phosphate structure, which is less susceptible to degradation, making incisor
enamel denser and more saturated with mineral components. In [8], differences in the organic
and inorganic composition of enamel and dentin of human, cattle, pigs and sheep teeth were
established, which should be taken into account when interpreting the results of studies using
xenogenic animal materials as bioimplants. Human and bovine dental tissues were the most
similar in composition. An important issue is the selection of the optimum acid concentration
for rapid but gentle demineralisation. The rate of demineralisation is also highly dependent
on the density and structure of the specimens (it is more convenient to estimate this from the
calcium concentration in the solution). A more intensive yield of mineral elements compared
to molars is noted from incisors, which is due to the peculiarities of their enamel structure and
thickness [9], as well as when using acid with a concentration of 2.4 n relative to the concentration
of 1.8n (Fig. 5). Therefore, when obtaining the mineral component from xenomaterials, incisors
and a hydrochloric acid concentration of 2.4 n are preferable for demineralisation.

Conclusions

As a result of this research, an extended analysis of xenomaterial samples during their dem-
ineralisation has been carried out. The spectral changes of xenomaterial samples at different
degrees of demineralisation have been established. It is shown that full demineralization of xeno-
materials occurs at a degree of 2.4 as evidenced by the decrease of CD intensity at 956 cm ™!
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Fig. 3. Graph of values of linear discriminant function of xenomaterials samples: 1 — Molars;
2 — Incisors. A) with degree of demineralisation 1.8 n; B) with degree of demineralisation 2.4n

(PO}~ ,P-O symmetric valence), 1071 cm™* (CO37,C-0 flat valence) lines. Thus, using Raman
spectroscopy, it was found that xenomaterials derived from incisors are preferable for the min-
eral component because the demineralisation of molars is slower. The results were confirmed by
biochemical analysis.
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Awnnoranusi. B nmanuoit crarbe mpencTaBeHbl pPe3yJIbTATHI CIEKTPAJIbHBIX HCC/IEOBAHUN KCEHOMAaTe-
PHAJIOB, MOJIYYEHHBIX U3 PA3HBIX UCTOYHUKOB W IIPU Pa3HON cremnenu jgemuHepasusanuu. O0pasibl Mu-
HEpaJIbHOIO KOMIIOHEHTA KOCTH IIOJIYYeHBbI M3 JIEHTAJbHBIX KCEHOMATEPUAJIOB IOC/IE JeMUHEPAIU3AIINN
B COJIHOM KHCJIOT€ CO CTENeHbI0 HopMaJibHOCTH 1.8H, 2.4H. Bce ncciaemoBanus nMpoBOJUIUCH C TTOMO-
mbio MeToza PamanoBCKoOi#t ciekTpockonuu. B pesysbrare mcciemoBanuii 661 TPOBEIEH PACITAPEHHBIN
aHAJN3 KCEHOMATEPHUAJIOB B MPOIECCe UX M3rOTOBJIeHNsA. C MOMOIIBIO CIIEKTPOCKOIUN KOMOUHAIIMOHHO-
IO PacCesHUs YCTAHOBJIEHO, YTO BBIXOJ MUHEPAJIbHBIX KOMIIOHEHTOB IIPH JIEMUHEPAJIU3AINN TTPOUCKXOTUT
3¢ deKkTuBHEE U3 PE3IOB IIPHU HUCIOJIL30BAHUM COJISTHON KUCJIOTHI KOHIEHTpaluei 2,4 H, YTO MO3BOJISIET
ONTUMHU3UPOBATH IIPOIECC U3TOTOBJIEHUSI KCEHOMATEPUAJIOB.

KuroueBbie cji0Ba: CIIEKTPOCKONNST KOMOWHAIMOHHOTO PACCesiHUsI, KCEHOMAaTepUaJIbl, MUHEPAJIbHBII

KOMIIOHEHT KOCTH, JE€MUHEPaAJIU3allfd, U3rOTOBJIEHUE KCEHOMATEPUAJIOB.
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Abstract. It is proved that if a finite group G is generated by three involutions «, 8 and -, such that
«a and v commute, and the orders of the products a8 and (7 are greater than 2, then the generating
set {a, 8,7} makes G the automorphism group of a regular 3-polytope if and only if the intersection
(af8) N (B7) contains no non-trivial normal subgroup of G, and the intersection (o, 8) N (B,7) is not
an elementary abelian subgroup of order 4. This criterion complements a theorem by M. Conder and
D. Oliveros (J. Combin. Theory Ser. A, 2013, v. 120, no. 6, pp. 1291-1304
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Introduction

Groups generated by three involutions, two of which commute, have found various applications
in graph theory and discrete geometry, such as Cayley graphs [5] and edge-transitive maps [3]).
In considering conditions for the existence of regular polytopes of small ranks, M. Conder and
D. Oliveros established the following theorem:

Theorem A [2, Theorem 4.1]. Let G be a finite group generated by three involutions a, 8 and
v, such that a and v commute, and the orders of the products a8 and B~y are greater than 2.
Then either G is the automorphism group of a reqular 3-polytope, or G has a non-trivial cyclic
normal subgroup N contained in (aB) or (7).

Examples show that both of the two possible conclusions of Theorem A can be satisfied
simultaneously. More specifically, there exist groups that are automorphism groups of regular
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3-polytopes and yet also contain distinct non-trivial normal subgroups N; and N> lying respec-
tively in (a3) and (B7); see Example 2 in Section 4 below.

We have obtained the following criterion for the existence of a 3-polytope with a given auto-
morphism group, which complements Theorem A:

Theorem B. Let G be a finite group generated by three involutions «, 8 and vy, such that o and
v commute, and the orders of the products a3 and B~ are greater than 2. Then the generating set
{a, B,~v} makes G the automorphism group of a regular 3-polytope if and only if the intersection
{af) N {By) contains no non-trivial normal subgroup of G, and the intersection {a, B) N {B,7) is
not elementary abelian of order 4.

This theorem is proved in Section 3, following some preliminary observations (including back-
ground theory) in Section 2, and then some associated examples are presented in Section 4, and
some consequences are given in Section 5.

Note that the finiteness condition for G in Theorem B (above) and Corollaries 1 and 2 (in
Section 5) can be replaced by the weaker condition that the orders of the products af and S~
are greater than 2 and finite, since only this weakened finiteness condition is used in the proofs.

1. Preliminary observations

An abstract n-polytope P is a partially ordered set with strictly monotone rank function
having range {—1,0,1,...,n}, and satisfying the axioms (P1) to (P4) below.

In this context, an element F' € P of rank j is called a j-face and is often denoted by F;. Any
two faces F; and G of the same rank j are incomparable. A flag of P is a maximal chain in P,
and two flags of P are said to be adjacent if they differ in exactly one element. For example, the
flags ® = {F_1, Fo, F1, Fo} and ¥ = {F_1, Gy, F, F»} are adjacent for the polytope in Fig. 1.

Iy

Fig. 1. A polytope of rank 2

The required properties (P1) to (P4) are as follows:

(P1) In P there exists a least element F_; and a greatest element F,. These two elements are
called improper faces, while all other faces are called proper.

(P2) Each flag of P contains exactly n + 2 faces, including F_; and F,.

(P3) If F and H are any two faces of respective ranks j—1 and j+1 with F' < H in P, then there
exist exactly two faces G of rank j in P such that F' < G < H. This is called the homogeneity
condition, or diamond condition.
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(P4) For every two flags ® and ¥ in P, there exists a sequence ® = &g, &y,..., &y = ¥ of flags
in P such that ®;_; and ®; are adjacent for 1 < i < k, and dNY C &; for 0 < ¢ < k. This
condition is called strong (flag)-connectedness.

Two abstract polytopes P and Q are said to be isomorphic if there exists an order-preserving
bijection # : P — Q, and then the automorphism group Aut(P) of the polytope P is naturally
defined as the group of all such bijections from P to itself. This group permutes the flags of P,
and preserves the set of its j-faces, for 0 < j < n.

The number n is called the rank of the polytope, and we assume that n > 1. Obviously, up
to isomorphism, a polytope of rank 1 is unique, namely as in Fig. 2.

Fy
/O
Fy Q\O/Q Go

Fy
Fig. 2. A polytope of rank 1

The diamond condition (P3) and strong connectedness (P4) imply that every automorphism
of P is uniquely determined by its effect on any given flag, and it follows that the number
of automorphisms of P is bounded above by the number of flags of P. If this upper bound is
attained, then Aut(P) acts transitively and hence regularly on flags, and in that case the abstract
n-polytope P is said to be regular.

Next, a group G is called a C-group if it is generated by a set of involutions I = {pg,...pn-1}
which satisfy the following, known as the Intersection Condition:

(piliedynN{p; |ie K)={(p; | i€ JNK) forall subsets J and K of {0,1,...,n—1}. (1)

Note that taking J and K to be singletons implies that the involutions in I must be distinct.
Such a group is called a string C-group, or an n-string group, or simply a string group, if also

(pips)? = Lfor |i— j| > 2, (2)

or in other words, if its Coxeter graph is a string (chain). A string group is said to be irreducible
if every two neighbouring vertices p;_1 and p; of its Coxeter graph do not commute, that is, if
pi—1p; has order greater than 2, for 1 < i < n.

The following two facts about string groups are obvious:

Lemma 1. The direct product of two string groups is a string group.

Lemma 2. If I = {pg,...pn_1} is the generating set for the n-string group G, then for 0 < r <
s < n, the subgroup generated by {pr, prs1--.,ps} i an (s —r + 1)-string group.

Now let k; be the order of the product of the involutions p;_1 and p;, for 1 < i < n. Then
the ordered set [k1, ko, ..., kn—1] of natural numbers is called the type of the n-string group G.

The following fundamental lemma gives a strong relationship between string groups and
regular polytopes, as explained for example in [4, Section 2E].
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Lemma 3. The automorphism group Aut(P) of every reqular polytope P is a string group.
Moreover, there is a one-to-one correspondence between reqular n-polytopes and n-string groups.

The correspondence in Lemma 3 can be realised as follows. Let G = {pg, p1,...pn—1) be an
n-string group, so that conditions (1), (2) are satisfied, and define H; = (p; | j # 4) for 0 < i < n.
We may introduce a partial order on the set of all right cosets of all the subgroups H; by setting

Hyu < Hjv ifandonlyif i<j and Hyun Hjv #0.

Adding the identity subgroup {1} as a unique minimal element and the group G itself as a unique
maximal element, we obtain a regular polytope P = P(G), with flags

{1} < Hyg < Hig < ... < Hy_19g < G

as g ranges through all elements of G. The automorphism group of P is the group G, which acts
by right multiplication on the elements of P.

In what follows, we denote by C,,, the cyclic group of order m, and by D,, the dihedral group
of order 2m.

Example 1. The dihedral group Dg is a 2-string group with type [6], and by Lemma 3 is the
automorphism group of a regular polytope of rank 2 (namely the regular hexagon). But also
Dy is isomorphic to D3 x Cs, which is a reducible 3-string group with type [3,2], and hence
is the automorphism group of a regular polytope of rank 3. This shows that a group can be
the automorphism group of two non-isomorphic regular polytopes, even two such polytopes with
different types and ranks.

Example 1 shows that a dihedral group can be a reducible 3-string group. But also the
following holds.

Lemma 4. A finite dihedral group is not an irreducible n-string group, for any n > 3.

Proof. By Lemma 2 and the fact that every subgroup of a finite dihedral group is either cyclic
or dihedral, it suffices to prove this for n = 3. So let G be the dihedral group D,,, = (u,v | u? =
v? = (uv)™ = 1), and suppose (in aiming to prove the contrary) that G is an irreducible 3-string
group with respect to a triple T' = {«, 8,7} of three generating involutions such that a and ~v
commute. Then m must be even (so that ay has order 2), and furthermore, in order for af
and 87 to have order greater than 2, we see that m > 4, and G has a unique central involution,
namely z = (uv)"™/?, and z ¢ T.

Now every involution in G = D,, is either equal to z = (uv)”™/2, or has the form u(uv)*
where 0 < & < m. Also it is both well known and easy to prove that the centraliser in D,, of
any non-central involution w is the subgroup (w, wz), of order 4. As z ¢ T, we may now suppose
without loss of generality that & = u and v = uz, and then 8 = u(uv)* for some k. Clearly
the involution u normalises (u,u(uv)*) = (a, 8), and therefore so does uz = . Thus («, 3) has
index 1 or 2 in GG, and so must be the unique dihedral subgroup of order m or 2m in G. Similarly
u centralises uz = v, and as g% = (8*)* = 57, we find that u normalises (3, ~), which must also
be the unique dihedral subgroup of of order m or 2m in G. Hence in particular, (a, 8) N (B, ~)
contains that dihedral subgroup, contradicting the intersection condition (1).

This completes the proof. O
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2. Proof of Theorem B

Let the group G and its involutory generators «, 8 and y be as in the statement of Theorem B,
with associated Coxeter graph as in Fig. 3, and let L = («, 8) and M = (3, 7), which are dihedral
subgroups of orders 2/ and 2m, say.

l m
O O O
a B v
Fig. 3

Here (and for later) we list three conditions that may hold in the formulation of Theorem B:

(a) The generating set {«, 5,v} makes G the automorphism group of a regular 3-polytope.
(b) The intersection (a3) N (B7v) contains a non-trivial normal subgroup of G.
(c) The intersection {(«, 3) N (f3,~) is an elementary abelian subgroup of order 4.

We can now proceed as follows.

If LN {y) ={1} and M N {a) = {1} and LN M = (), then G is a 3-string group and so
condition (a) holds.

So now suppose that G is not a 3-string group. Then either LN () # {1}, or M N (a) # {1},
or LN M # (B).

In the first case (where LN (vy) # {1}), we find that v € L = («, 8) and so G = (v, 8,7) = L,
and therefore G itself is dihedral of order 2¢. Also M = (8,v) < {(«,8) = L = G, and so (f7)
is not only a cyclic normal subgroup of the dihedral subgroup (8,~v) = M, but also a subgroup
of the cyclic normal subgroup («8) of the dihedral group L = G, and so itself is a cyclic normal
subgroup of G. Hence the intersection () N (B7) contains a non-trivial normal subgroup of G,
so condition (b) holds. The analogous argument holds in the second case (where M N {a) # {1}),
again showing that condition (b) holds.

This leaves the third case, namely where L N M # (8). In this case there exists an element
g € LN M distinct from 1 and 8, and by the symmetry of occurrences of the involutions o and
v, we have three sub-cases to consider:

(1) g = (aB) = (BY)",

(2) 9= (aB)’ B = (B7)*B, or

(3) g = (aB)! = (B7)*B, where 1 < j <l =o0(aB) and 1 <k <m = o(By).

In all three sub-cases, let N = (g).

In sub-case (1), all three of the involutions «, 3, and ~ invert g, so N = (g) is normal in G,
and then since N lies in both (o) and (B+), condition (b) is satisfied.

In sub-case (2), we find that (a8)7 = g = (87)*, so g3 is an element of LN M distinct from
both 1 and 5, and therefore sub-case (1) applies, and again condition (b) is satisfied.

Next, consider sub-case (3). Here (af3)! = g = (#7)*B which is an involution, so I = o(a/3)
is even, with j = 1/2, and g is the central involution (af)"? of (o, 8) = L, as well as being an
element of (8,7) = M. Similarly (a3)I3 = g8 = (87)* and therefore m = o(3y) is even, with
k = m/2, and g is the central involution (3v)™/2 of (3,7) = M, as well as being an element
of L. Also g # g3 since § is non-trivial. Hence L N M contains the two involutions g = (a3)"/?
and g3 = (By)™/?, with the former being central in L and the latter being central in M, and
therefore the subgroup F := (g, 8) = (g, ¢53) is elementary abelian of order 4.

Now if (g,8) = LN M = («,8) N {B,7), then the intersection (a, 8) N (B,~) is elementary
abelian of order 4, as in condition (c). On the other hand, if (g, 8) # LN M, then LN M contains
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an element h that is not in E. In this case h = (af)” or h = (af)" where 1 < r < n, but
r # j =1/2, and since § € L N M, we find that in both cases, L N M contains («3)", which
has order greater than 2. In particular, N = ((«8)") must be a cyclic normal subgroup of each
of the dihedral subgroups L and M, and hence must be normal in (L, M) = G, but also being
cyclic of order greater than 2, this normal subgroup is contained in the maximal cyclic normal
subgroup of each of L and M, namely {a3) and (f+), and hence is contained in their intersection
(af8) N (A7), as in condition (b).

Finally, if either (b) or (c¢) holds, then (a, 8) N (f3,~) cannot be (§), as the latter has order 2
and is not normal in G, and so (a) cannot hold.

This completes the proof.

3. Some examples associated with Theorems A and B

The following example shows that both conclusions of Theorem A can be satisfied at once.

Example 2. Let F4 be the field of order 4, with ¢ as one of its primitive elements, and then
define three unitriangular matrices «, 8 and - over F, as follows:

1 0 0 1 00 1 0 0
a=|101 0], 6=11 10 and y=[ 0 1 0
01 1 0 0 1 0 ¢t 1
These three matrices are involutions, and « and v commute, and also
1 0 0 1 0 0
(@f)?*=10 10 and (By)’=(0 1 0 |,
1 0 1 t 0 1

so aff and B both have order 4.

Now let G = {a, 8,). Then it is easy to check (using MAGMA [1] for example) that |G| = 32,
with v € (a, 8) and « ¢ (B, 7), and that {«, )N (B, ~) = (B). Hence G is a 3-string group of type
[4,4], making it the automorphism group of a regular 3-polytope. On the other hand, {(a3)?)
and ((B7)?) are distinct non-trivial normal subgroups of G lying in {(a) and (3y) respectively,
and generating the centre of G.

For the rest of this section, let G be a finite group generated by three involutions «, 5 and -,
such that o and v commute, and the orders of the products a8 and [ are greater than 2.

Below we give three more examples, in each of which at least one of the conditions (b) and
(¢) from the proof of Theorem B holds, while condition (a) does not hold.

Our first example shows that condition (c¢) can hold when conditions (a) and (b) do not.
There are many other (and similar) examples like this one, including some where the group G
has order 60, 84 and 100.

Example 3. Let G be the group of order 36 with presentation

(o, B,7 | o = 52 = 72 = (OZ’Y)Q = (aﬂ’yﬂ)Q = afayBfaypy =1),

which has a faithful permutation representation of degree 6 given by «a — (1,2)(3,4)(5,6),
B —(2,3)(4,5) and v — (1,3)(2,4)(5,6).
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In the latter representation, a8 — (1, 3,5,6,4,2) and S8y — (1,3,4,6,5,2), so the intersection
of the cyclic subgroups of order 6 they generate is trivial, and hence this group does not satisfy
condition (b). Also the generating triple {«, 8,7} fails the intersection condition for regular
polytopes, because the dihedral subgroups of order 12 generated by {«, 5} and {3,~} intersect
in the elementary abelian subgroup of order 4 generated by 8 and («8)?, with (a3)% = B(87)? —
(1,6)(2,5)(3,4). In particular, the latter subgroup of order 4 is the intersection of («,8) and
(B,7), so condition (c) is satisfied, while (a) does not.

Our second example is the following.

Example 4. Let v and v be involutions that generate a dihedral group G of order 8. Then
G is also generated by the involutions @ = w, § = v and v = vuv, where o and vy commute,
(af) N {BYy) = (af) and («a, B) N {B,7) = G. Hence condition (b) holds, but (a) and (c) do not.

Finally, our third example shows that (b) and (¢) can both hold when (a) does not.

Example 5. Let G = (o, 8) x (§), where «, 8, § are involutions, and the order of the product o8
is 4. Then G = (o, B,v) where v = ad, and ay = ya and (87)? = (Bad)? = (Ba)?6? = (af)?.
Hence G is generated by three involutions «, 3, and v such that o and v commute and the
orders of the products a3 and 37 are greater than 2. Moreover, the subgroup {(a3)?) lies in the
intersection (3) N (A7) and is normal in G. On the other hand, (af)?, 3 € (o, B) N {B,7), so the
intersection (o, 8) N {(B3,7) is an elementary abelian subgroup of order 4, and is not equal to {f3).

4. Some consequences of Theorem B

Corollary 1. Let G be a finite group generated by three involutions o, 5 and v, such that o and
v commute, and the orders of af and By are greater than 2, with at least one of them being an
odd prime number p. Then exactly one of the following two conditions holds:
(a) The generating set {a, 8,7} makes G the automorphism group of a regular 3-polytope.
(b) The group G is dihedral, and the order of one of a8 and 7 is even (and the other is p).

Proof. Without loss of generality, we may assume that the order of a8 is p, and now suppose
that condition (a) does not hold. Then by Theorem B either G contains a non-trivial normal
subgroup lying in the intersection («3) N (B7), or it contains an elementary abelian subgroup of
order 4 lying in the intersection L N M, where L = («, ) and M = (8,~). The latter case is
impossible, since L has twice odd order (namely 2p), so the former holds. Thus (5v) contains a
non-trivial normal subgroup of (af3), and then since a8 has odd prime order p, it follows that M
contains L, so G = (L, M) = M, making G dihedral. But also « and ~ are distinct commuting
involutions in G, so M = G must have twice even order, and therefore S+ must have even order.

Finally, if G is a dihedral group, then since we have assumed that the orders of a8 and By
are greater than 2, it follows from Lemma 4 that the generating set {a, 8,7} cannot make G the
automorphism group of a regular 3-polytope, and this completes the proof. O

The next corollary is an immediate consequence of the one above.

Corollary 2. Let G be a finite group generated by three involutions «, 8 and v, such that o and
~v commute, and the orders of a8 and By are odd integers greater than 2. If at least one of those
orders is prime, then the generating set {«, 8,7} makes G the automorphism group of a regular
3-polytope.
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Abstract. We introduce novel families of recursive kernel estimators for the regression function of
a real response variable given a random variable that takes values in a semimetric space. Then, we
investigate the rate of the almost complete convergence, which is stronger than almost sure convergence.
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Introduction

The nonparametric estimation of regression function for functional data has garnered sig-
nificant attention in recent years due to its applications in diverse fields, including finance,
biometrics, medicine, econometrics, and environmental science. Functional data encompasses
information that can be represented as curves, surfaces, or images, rather than traditional scalar
values. This complexity necessitates the development of advanced estimation techniques to study
the underlying relationships effectively.

One promising nonparametric approach is the use of kernel methods, which provide a flexible
framework for estimating regression function. The pioneer work in the nonparametric setting is
found in the monograph of [7], where the authors established pointwise almost-complete (a.co.)
convergence for various kernel-type estimators. However, while these classical kernel methods are
effective, they can be computationally intensive, particularly when dealing with large datasets.
In contrast, recursive estimators, as highlighted by [2] and [8], offer significant advantages in
computation time and memory efficiency, particularly for large sequential datasets. Unlike the
classical kernel estimator defined in [7], these methods allow for iterative updates without the
need for full recalculations, making them both practical and easy to implement. This efficiency
makes recursive estimators especially suitable for applications like weather forecasting, where the
sample size is not fixed in advance.
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The first results relating to the recursive kernel estimators of the regression function with
functional explanatory variables were obtained by [4], where the author adapted the families of
recursive estimators studied in [3] for multivariate data to functional data. These families, in
turn, generalized previous research by [1,9,10], and [6].

In 2014, [4] investigated the mean square error, almost sure convergence with rates, and a
central limit theorem for a family of recursive kernel estimates in functional regression when
the observations are independent and identically distributed, while [5] extended these results to
dependent functional data.

It is clear from the Borel-Cantelli lemma that almost complete convergence is stronger than
almost sure convergence. Therefore, we will focus on studying this mode of convergence, which
we believe has not been previously explored. More precisely, we first present novel families of
recursive kernel estimators for functional regression in Section 2 of our paper. Then, in Section 3,
we establish the rate of their almost complete convergence. Finally, the performance and good
behavior of the proposed estimators are illustrated through a simulation study.

1. Novel families recursive kernel regression estimators

Consider n pairs of random variables (X;,Y;)1<i<n independent and identically distributed
as the pair (X,Y) which is valued in F x R, where F is an infinite-dimensional space equipped
with a semi-metric d.

Using the same idea as in [4], we construct a family of recursive estimators indexed by a
smoothing parameter ¢ € [0, 1] defined as follows

ﬁ[f](:v) == )
! d(x,X,)
Z st K (4552)
with do. X
Valhi) = E {K ((xh)ﬂ ,

where the function K is a kernel and h,, is a given positive sequence decreasing to 0. Notice that
the parameter ¢ is used to obtain a more general recursive estimator.

This family of estimators is a recursive modification of the classical regression estimator
introduced by [7] and can be computed recursively through

n n+1
y ( > thi)) 7, (z) 1 (z thi)) Yo K9 (2)
rn+1('r> = = n y 7/_nle y )
with
S o 1 —~ 1 d(w,Xi)) s
o (Zw”w) 2 g™ ( no )Y el
=1 ’ !
and




Hadjer Djeniba, Sara Leulmi Almost Complete Convergence of Functional Regression. ..

2. Main results

In this section, we investigate the almost complete convergence of the estimator ?[f] (z) for a

fixed x € F, under the following assumptions.
(Hy) Vr > 0,8,(r) := P (d(z, X;) <r) > 0.
(Hz) There exists 3b > 0 such that for all 2’ € B(x, h),
r(z) = r(a")] < Cod’ (z,2"),

where C, is a positive constant depending on x.

(Hs3) The bandwidth h,, satisfies

. ) logn
nh_)rréohn =0, and 7111{20 n®(hy) .

(Hy) K is a nonnegative bounded function with compact support [0, 1].

Hs) Ym > 2, 0, : x — E(|Y;|™ | X;) is a continuous operator at z.
(

n N\ b N 14
Z(hl> <¢$(hl)> — Ay < 00, as n — oo.

(Ho) Anye = ™ B (hn)
Assumptions (H;)-(Hs) and are standard in nonparametric regression. The assumptions
(H1)-(Hs) and (Hs) were utilized by [7] and align with those commonly employed in func-
tional settings, while, the assumption (Hy4) was used by [4]. Furthermore, the condition (Hg) is
specific to the recursive problem and is consistent with those used in functional cases.

If X is a fractal process, then the small ball probabilities are of the form @, (h,) ~ Cyhf,
where C, and k are positive constants. The choice of bandwidth h, = An~% with A > 0 and

0 <6 < 1implies @,(h,) = Con ™%, Cp > 0. I b+ k(1 —€) < 1/, then Y i 0CH~0=0)
=1

pl—b+r(l—0) 1
———— . Thus, th diti Hg) holds wh =
b7 r(—0) us, the condition (Hg) holds when A, bt nl—0)

also satisfies the condition (Hs), see [4] for more details.

. This choice of h,,

Theorem 2.1. Under hypotheses (H1)—(Hg), we have

) (@) =7 (2) = O (h}) + Ou.co, ( % ) : (1)

Notice that this rate of convergence is the same as that of [7] (classical kernel estimator) as
well as that of [4] (recurssive estimator).

Proof. The proof of this Theorem is based on the following decomposition

() —r(z) = —— [ @)~ & (7, @) = (i) ~E (#,)))] - j;f”z) [ 1),
Tho(®

ro(z)
in addition of the following Lemmas, which study eatch term separately. O

Lemma 2.1. Assume that hypotheses (H1)—(Hs) hold, then
A0 R (0 _ logn
T?’L,l (x) E (Tn,l (l‘)) - OCLACOA ( n@x(hn) )
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where

e g (e (e (4552

To apply an exponential inequality, we concentrate on the absolute moments of order m of the
random variable Z;, we have

s e () (2]

e 2 (£ v
i ()

E ’K (d@}’:{")) r(X;)

the last inequality is derived by conditioning on X;. Additionally, the condition (Hz) implies that
r(X;) = r(z) + o(1), while o, (X;) = or(x) 4+ o(1) follows once (Hs) is verified. This, combined
with

m—k

<

X

1 & e [ d(z, X;) &

< 5

< - E CrE ’K ( 3 Y,
(hl) T 1 k=0

m—k

1
1 d.T,XIL'
< ™m Z m ’Kk ( ( hz )> O'k(X

C'®y(hi) < Ya(hi) < CPy(hy), (2)
enables us to write

E(ZM)] < ¢ chkwm E(hy) <

opt(h) (£ ok ) =

%! n%((};;j) (mpzc(hn) ) N '

Finally, it suffices to apply Corollary A.7 in |7] with a? = 22(&)) b= n@jh,L) , (Ap)? = li:l a?
and € = ggv/logn, g9 > 0 to obtain
n 2
P ( i:ZlZi >5An) < 2exp m <
—e3logn

< 2exp

2 (1 + €o ngf(&))
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the last result coming the fact that (4,)% > . Thus, it exists some real number £ > 0

n®, (hy)
such that

d

n

>

4 4 logn
7/“\[n,]1 () —E (7/”\{7%]1 (fU))‘ > €o ) <P

>5An> < 2n7 8

i=1
O
Lemma 2.2. Assume that hypotheses (Hy)—(Hy4) hold, then
A0 o R (7 _ logn
rn,O (Cﬂ) ]E (Tn.,O (.T)) - Oa.co. ( nq)w (hn) ) .
Proof. This result can be derived directly from Lemma 2.1 by taking Y; = 1. O
Lemma 2.3. If assumptions (H1)—(Hy) and (Hg) are satisfied, we have
E (?Lf}l (x)) —r(z) =0 (ht).
Proof. We have
1 1 [ X;
E (;ﬂnf]l (x)) = — 3 z/;f(h,)E K (d(x},v z)) Yz} —
(Z wi—f(hi)) . '
=1
(E ) 2
1 Z Z1 > K(d(x’Xz))r(Xl)}
1-2/y . —1 1/11(}%) L hl
;1[)1 (hi) | @
The relation (2) and the condition (Hz) give
hib E (7”{75]1 (x)) —r(x)‘ = n : YL 2h,)E {K <d(m;;,Xi)> |m(Xi) _T(Cﬂ)@ <
" (14 £ wh-t(uy) 5 V0 :
i=1
< ¢ sy P[5 (5 ) - o)l <
h, (Z sb;—f(hi)> =1 '
i=1
n b 1-¢
() ()
n = \ hy D (hy)
< C-An,la
the result follows from the condition (Hg). O
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3. Simulation study

In this section, we present two examples of simulation to investigate the performance of our
studied estimator (RRE) for finite sample.

For the computation of the our estimator (RRE) and the classical kernel regresion estimator
(RKE) defined in [7] by

Fale) = =5 : 3)

3
we use the quadratic kernel K(x) = 5(1 — x?)1jp1)(z) and the smoothing bandwith h; =

1

Ci7s, C > 0and 1 < ¢ < n. Take into account of the smoothness of the curves
X;(t), we choose the semi-metric based on the derivative (for the first example in sim-
ulation study) and the semi-metric PCA (for the second example in simulation study)
described in [7] (see routines "semimetric.pca"), see the website https://www.math.univ-
toulouse.fr/~ferraty /SOFTWARES /NPFDA /npfda-routinesR.txt.

We consider the following nonparametric functional regression model

Y=r(X)+e

where X and e are independent. Notice that the conditional mean function on x will coincide
and will be equal to r(z).

Example 1. The functional covariate X (¢) is defined, for ¢ € [0, 1] by
X(t) = A2 — cos(mtW)) + (1 — A) cos(mtW),

where W is a centered random variable normally distributed with a variance equal to 1 (W ~~
N (0,1)) and A is a random variable having a Bernoulli distribution with parameter p = 0.5.
The curves are discretized on the same grid which is composed of 100-equidistant values in [0, 1]
in Fig. 1.

The error € ~ N (0,0.1) and

We present another example to ensure a more effective decision.

Example 2. The functional covariate X (¢) is defined, for ¢ € [0, 1] by
X(t)=asin[4(b—1t)] + b+ n,

where a ~» N (5,2), b~ N (0,0.1) and n; ~ N (0,0.2). See Fig. 2 for a sample of these curves.
The error € ~ A (0,0.01) and
1
dt
r(X)= —_—.
®- [ =ixw

In order to illustrate the performance of our estimator, we proceed with this algorithm.
e Step 1. For a sample sizes, we generate n i.i.d. ¢;, the covariable X; and we compute Y;.
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Time

Fig. 1. A sample of 100 curves representing a realization of the functional random variable X
for the second example

10

5
|

-10

0 50 100 150
Time

Fig. 2. A sample of 100 curves representing a realization of the functional random variable X
for the first example

Furthermore, we split our data into two subsets.

- (X4,Yi)1<ign, : The learning sample used to build the estimators, where n; = 2n/3.

- (X5, Y)n,+1<i<n: The testing sample used to make a comparison.

e Step 2. We calculate the RRE estimator il (X;) and RKE estimator 7,(X;) by using the
learning sample.

e Step 3. We evaluate the prediction error given by

n

EMSE :=

n-—ny .
t=ni1+1

where Y; is the estimated values of both methods (RRE and RKE).
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3.1. Effect of the parameter ¢

We examine the impact of the parameter ¢ while keeping the sample size fixed at n = 600.
The results are provided in Tab. 1, for both examples.

Table 1. Comparison of EMSFE errors computed on 600 simulations for different values of £ for
both examples

14 0 0.25 0.5 0.75 1
First example | EMSE | 0.0449 | 0.0459 | 0.047 | 0.0482 | 0.0470
Second example | EMSE | 8.7249 | 8.7540 | 8.7780 | 8.8257 | 8.8661

We observed that the FMSE values are close, indicating that the parameter ¢ does not
significantly affect the quality of the recursive estimator.

3.2. Effect of the sample size

To assess the effect of the sample size n, we first plot the true values (r(X;)) for all i (n; +1 <
1 < n) against the predicted values from both estimators (RRE and RKE), with each estimator
displayed in a separate graph. This is illustrated in Figs. 3-10.

RRE RRE RRE RKE

Fig. 3. The RRE and RKE estimators of the regression when n = 200 for the first example

Then, for more precisely, we evaluate the prediction error for different values n. The results
are presented in Tab. 2, for both examples.

The results indicate that the non-recursive estimator is not significantly better than our
estimator in terms of MSE when ¢ = 0. However, for £ = 0.5 and ¢ = 1, the MSE values of
both the recursive and classical estimators are very close, making it challenging to differentiate
between the two. Finally, without surprise, we observe a decrease in MSE values with an increase
in sample size n.
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RRE RRE RRE RKE

0 & 12

Fig. 4. The RRE and RKE estimators of the regression when n = 400 for the first example

RRE RRE RRE RKE

=0 I=1 =0.5

Fig. 5. The RRE and RKE estimators of the regression when n = 600 for the first example

3.3. Computational time

This subsection emphasizes a key advantage of the recursive estimator compared to classical
one defined by (3) in terms of the computational time required in seconds to make predictions.
The obtained results are given in Tab. 3, for both examples.

As anticipated, the computational time increases with the sample size. Furthermore, there are
notable differences in computational time between the two estimators. Specifically, the recursive
estimator requires significantly less computation time compared to the classical kernel estimator.

— 514 —



Hadjer Djeniba, Sara Leulmi

Almost Complete Convergence of Functional Regression. ..

RRE

RRE

=1

RRE

RKE

Fig. 6. The RRE and RKE estimators of the regression when n = 1000 for the first example

RRE

RRE

02 06

=1

RRE

RKE

02 06

Fig. 7. The RRE and RKE estimators of the regression when n = 200 for the second example

Conclusion

In this study, we presented a recursive estimator for the regression function with functional
explanatory variables. Our analysis established the almost complete convergence of the proposed

estimator.

The simulation study provided numerical support for our theoretical findings, illustrating
the estimator’s effective performance. The results indicate that the recursive approach not only
maintains desirable statistical properties but also offers practical advantages in computational
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RRE RRE RRE RKE
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Fig. 8. The RRE and RKE estimators of the regression when n = 400 for the second example
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Fig. 9. The RRE and RKE estimators of the regression when n = 600 for the second example

efficiency, making it suitable for applications in functional data analysis.

Overall, this work contributes to the growing of literature on nonparametric estimation in
functional contexts and opens avenues for further research, including extensions to dependent
functional data, exploration of other convergence modes, and extending our results to the case
of dependent data.

The authors wish to extend their heartfelt thanks to the editor and reviewers for their insightful
suggestions and constructive comments.
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RRE RRE RRE RKE

0.2 06

Fig. 10. The RRE and RKE estimators of the regression when n = 1000 for the second example

Table 2. Comparison of EM SFE errors computed for different values of n for both examples

n 200 400 600 1000
| First exmaple RRE (1=0) 0.0678 0.0592 | 0.0431 | 0.0393
RRE (1=0.5) | 0.0720 0.0596 | 0.0438 | 0.0404
RRE (1=1) 0.0765 0.0603 | 0.0450 | 0.0417

RKE 0.0664 0.0591 | 0.0430 | 0.0385
| Second exmaple | RRE (1=0) [ 10.10019 | 10.0010 | 8.3191 | 7.4964
RRE (1=0.5) | 10.1012 | 10.0005 | 8.8541 | 7.3870
RRE (1=1) 10.1015 | 10.0007 | 8.8655 | 7.4084

RKE 10.1014 | 10.0006 | 8.3091 | 7.4852

Table 3. Comparison of the time computation of RRE estimator and RKE one according to the
different sample size n for both examples

n 200 400 600 1000
’ First exmaple RRE (1=0) 0.6523 | 0.9206 | 1.3696 3.4398
RRE (1=0.5) | 0.4639 | 0.7554 | 1.0475 3.3003
RRE (I=1) | 0.46116 | 0.8818 | 1.0158 3.2272
RKE 2.8572 | 9.9402 | 18.7379 | 152.7180
] Second exmaple | RRE (1=0) 1.7425 | 3.1703 | 7.6563 | 25.1040
RRE (1=0.5) | 1.6280 | 3.3831 | 7.5189 | 25.0967
RRE (1=1) 1.6347 | 3.1942 | 7.5855 | 25.0803
RKE 4.8130 | 5.1873 | 19.9055 | 161.8191

References

[1] I.A.Ahmad, P.E.Lin, Nonparametric sequential estimation of a multiple regression function,
Bull. Math. Statis., 17(1976), 63-75.

- 517 —



Hadjer Djeniba, Sara Leulmi Almost Complete Convergence of Functional Regression. ..

[2] A.Amiri, Rates of almost sure convergence of families of recursive kernel estimators, Annales
de UISUP, 54(2010), no. 3, 3-24.

[3] A.Amiri, Recursive regression estimators with application to nonparametric prediction,
Journal of Nonparametric Statistics, 24(2012), no. 1, 169-186.

[4] A.Amiri, C.Crambes, B.Thiam, Recursive estimation of nonparametric regression with func-
tional covariate, Computational Statistics & Data Analysis, 69(2014), 154-172.

[5] A.Amiri, B.Thiam, Consistency of the recursive nonparametric regression estimation for
dependent functional data, Journal of Nonparametric Statistics, 26(2014), no. 3, 471-487.

[6] L.P.Devroye, T.J.Wagner, Distribution-free consistency results in nonparametric discrimi-
nation and regression function estimation, The Annals of Statistics, (1980), 231-239.

[7] F.Ferraty, P.Vieu, Nonparametric functional data analysis. Theory and Practice, Springer
Series in Statistics, New York, 2006.

[8] K.A.Mezhoud, Almost sure convergence of recursive kernel estimatiors of the density and the
regression under 7- weak dependence, Communications in Statistics-Theory and Methods,
50(2021), no. 17, 3913-3927.

[9] E.A.Nadaraya, On Estimating Regression, Theory of Probability & Its Applications, 9(1964),
no. 1, 141-142.

[10] G.S.Watson, Smooth regression analysis, Sankhya: The Indian Journal of Statistics. Series
A, 26(1964), no. 4, 359-372.

IloyTn; mmosiHAsT CXOAMMOCTH OLIEHKU (PYHKIIMOHAJIbLHOM
perpeccumn: peKypCcuBHbII HelapaMeTpuiecKuii mojaxo/

Xamxkep xennda
Yuusepcurer Ppepec Mentypu
Koncrantun 1, Amxup
Cappa Jleynmn
Jla6oparopus LAMASD
Yuusepcurer Ppepec Mentypu
Koucrantun 1, Amxup

Awnuoramusi. Mbl BBOJUM HOBBIE CEMENCTBA PEKYPCUBHBIX SIIEPHBIX ONEHOK JJIsi (DYHKIUU PErpecCuu
JeHICTBUTEJILHON IIePEMEHHON OTKJIINKA, 3aJaHHON CIIyJaiiHON BEJIMYWHONA, KOTOpas IPUHUMAET 3HAUYCHUS
B [IOJIyMETPUYECKOM [IPOCTPAHCTBE. 3aTe€M MBI UCCJIEyeM CKOPOCTh IOYTH IIOJIHON CXOAMMOCTH, KOTOPas
cuJIbHee, YeM IOYTH HaJIeXKHas CXOIUMOCTh. [IpoBOAUTCS NMUTAIIMOHHOE MCCJIEIOBAHUE JIJTsl MILTIOCTPA-
AU IPOU3BONUTEJILHOCTU MpPeyIaracMbIX PEKYyPCUBHBIX OIICHOK.

KuroueBrbie cioBa: 1moyTu mosHas CXOAUMOCTH, DYHKIIMOHAJIbHBIE JAHHBIE, si/lepHAast OIEHKA, PEKYp-
CHBHAs OLIEHKA, DYHKIUS PETPECCUN.

- 518 —



Journal of Siberian Federal University. Mathematics & Physics 2025, 18(4), 519-531

EDN: QRNGKM
VIIK 524.8

Two Fluid Scenario Dark Energy Cosmological Model with
Linearly Varying Deceleration Parameter in Lyra’s Geometry

Mandala Krishna*

Raghu Engineering College

Visakhapatnam, AndhraPradesh, India-531162
SobhanBabu Koppala'

University Collage of Engineering Kakinada
Narasaraopeta, AndhraPradesh, India-522616
Santhikumar Rajamahanthit

Aditya Institute of Technology and Management
Tekkali, Srikakulam Dist AndhraPradesh, India-532201

Received 09.02.2025, received in revised form 22.04.2025, accepted 30.04.2025

Abstract. In this paper, we explore the evaluation of the dark energy parameter within a spatially
homogeneous and anisotropic Bianchi type-V Iy spacetime, incorporating Lyra geometry. To obtain a
determinate solution, we solve the field equations using the linearly varying deceleration parameter pro-
posed by Akarsu and Dereli (2012). We analyze two scenarios involving interacting and non-interacting
fluids (barotropic and dark energy) and derive general results for each case. The physical implications
of these findings are also discussed.
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1. Introduction and preliminaries

In recent years, there has been significant interest in cosmological models involving dark
energy within the framework of general relativity. This interest is driven by the fact that our
observable universe is undergoing accelerated expansion, as confirmed by various cosmological
observations such as Type Ia supernovae [1-7], cosmic microwave background (CMB) anisotropy
[8,9], and large-scale structure [10]. These observations strongly suggest that dark energy is
the dominant component in the present universe, driving its accelerated expansion. Based on
these findings, cosmologists have widely accepted the concept of dark energy as a fluid with
negative pressure, comprising approximately 70% of the energy content of the current universe.
This negative pressure is thought to be responsible for the observed cosmic acceleration due to its
repulsive gravitational effects. To explain the nature of dark energy and fit the observational data,
many candidates have been proposed, such as the cosmological constant, tachyon, quintessence,
phantom, and others. For instance, quintessence models, which involve scalar fields, lead to a

time-dependent equation of state (EoS) parameter, w = ‘B, where p is the fluid pressure and p is

the energy density [11]. Unlike the cosmological constant, this parameter in quintessence models
is not necessarily constant. Various researchers, including Ray et al. (2010) [12], Akarsu and
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Kiline (2010a, b) [13,14], Yadav et al. (2011) [15], Pradhan et al. (2010) [16], Yadav (2011) [17],
and Amirhashchi et al. (2011c) [18], have investigated different aspects of dark energy models
in general relativity with a variable EoS parameter.

Several modifications to Riemannian geometry have been proposed in attempts to unify gravi-
tation, the electromagnetic field, and other fundamental interactions in the universe. Weyl(1918)
[19] made one such attempt by trying to unify gravitation and electromagnetism within a single
spacetime geometry. However, Weyl’s theory faced criticism due to its reliance on the non-
integrability of length transfer. Later, Lyra (1951) [20] introduced a further modification to
Riemannian geometry by incorporating a gauge function into a structureless manifold, thereby
eliminating the issue of non-integrability in length transfer. This modification naturally gave rise
to a displacement vector. Building on Lyra’s work, Sen(1957) [21] and Sen and Dunn(1971) [22]
developed a new scalar-tensor theory of gravitation and formulated an analog of the Einstein field
equations based on Lyra’s geometry. Halford(1970) [23]| noted that the constant vector displace-
ment field ¢; in Lyra’s geometry functions similarly to the cosmological constant Ain conventional
general relativity. Furthermore, Halford(1973) [24] demonstrated that the scalar-tensor theory
derived from Lyra’s geometry yields predictions consistent with observational limits, matching
the results of Einstein’s theory.

Cosmological observations of the universe’s expansion history suggest that the current uni-
verse is not only expanding but also undergoing accelerated expansion. This late-time accel-
eration has been confirmed by high-redshift supernova experiments (Riess et al. (1998); Perl-
mutter et al. (1999); Bennett et al. (2003) [25-27]. Additionally, observations of the cosmic
microwave background radiation (Spergrl, D.N et al. (2003); Oli,S (2012)) [28-29] and large-
scale structure [30] offer indirect evidence supporting this late-time acceleration. The simplest
model describing the observed universe is well represented by the Friedmann—-Robertson-Walker
(FRW) models, which are both spatially homogeneous and isotropic. These models provide a
good global approximation of the present-day universe. However, on smaller scales, the universe
is neither perfectly homogeneous nor isotropic. Theoretical arguments (Chimento,L.P (2004);
Misner,C.n (1968) [31,32] and recent experimental data on cosmic microwave background radia-
tion anisotropies suggest the existence of an anisotropic phase that gradually transitions toward
isotropy [33]. Bianchi types I-IX cosmological models are significant because they are homoge-
neous yet anisotropic, allowing the study of the universe’s process of isotropization over time.
Among these, Bianchi type-VIO spacetime holds special interest in anisotropic cosmology. [34]
highlighted that Bianchi type-V Iy models provide a better explanation for certain cosmological
issues, such as primordial helium abundance, and exhibit isotropization in a unique manner. San-
thikumar et al. (2017) [35] discussed an accelerating anisotropic model to explain the universe’s
expansion, while [36] explored the accelerated expansion of the universe within the framework
of Lyra geometry

To determine the scale factor a(t), the Hubble parameter (H) and the dimensionless decel-
eration parameter (q) are crucial for understanding the universe’s dynamic history. The time
dependence of the cosmic scale factor a(t) is particularly significant, as both H and q are defined
in terms of this scale factor. The study of cosmological models with a time-varying deceleration
parameter (DP) has gained significant attention since the discovery of the universe’s accelerating
expansion, as confirmed by two independent research teams (Perlmutter et al. 1998; Riess et al.
1998, 2001) [37-39]. The variable DP plays a vital role in measuring the universe’s expansion
rate. In this context, several researchers have explored cosmological models assuming a constant
DP law, ¢ = m — 1, as suggested by Berman (1983) [40]. Many others have investigated models
with a time-dependent DP, following the approach of Akarsu and Dereli ( 2012) [41] and Misra et
al. (2012, 2013a, 2013b, 2016a) [42-45], along with physically suitable relations with the cosmic
scale factor. Akarsu and Dereli (2012) [41] proposed a linearly varying deceleration parameter
(LVDP) law, ¢ = —kt + m — 1 where k£ > 0 is a constant with the dimension of inverse time,
and m > 1 is a dimensionless constant. When k& = 0, the LVDP reduces to Berman’s law. This
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LVDP law enables the generalization of cosmological solutions. According to this framework, the
universe’s expansion behaviour can be classified based on the value of q : it exhibits accelerated
expansion for ¢ < —1, an exponential expansion phase for —1 < ¢ < 0, constant rate expansion
for ¢ = 0, and a power-law accelerating expansion phase for 1 < ¢ < 0. It is also noted that the
super-exponential expansion represents a rapid expansion rate when ¢ < —1 under the LVDP
law with a suitable ansatz. This understanding of the deceleration parameter helps to provide a
clearer picture of the universe’s expansion dynamics over time.

Liang et al. (2000) [46] investigated the cosmological evolution of a two-field dilation model of
dark energy. [47] studied viscous dark tachyon cosmology in both interacting and non-interacting
scenarios within a non-flat FRW universe. [48] explored a two-fluid scenario for dark energy
models, demonstrating that such interactions could help alleviate the coincidence problem. UM
[49] examined a Kantowski-Sachs two-fluid radiating cosmological model in Brans—Dicke theory
of gravitation. Syed Sabanam et al. (2023) [50] investigated a two-fluid higher-dimensional FRW
cosmological model to revisit cosmological tests of Hubble parameter parametrization within
Lyra geometry. Praveen Kumar et al. (2022) [51] studied a two-fluid cosmological model in a
(241)-dimensional Saez—Ballester scalar-tensor theory of gravitation.

Motivated by these studies, we investigate the evolution of the dark energy parameter in an
FRW cosmological model filled with two fluids (barotropic fluid and dark energy) within the
framework of the scalar-tensor theory of gravitation proposed by Saez and Ballester. We analyze
both interacting and non-interacting scenarios and discuss the physical aspects of the two-fluid
model. This chapter is organized as follows: Section 2 is dedicated to deriving the field equations
using the spatially homogeneous and anisotropic Bianchi type-V Iy metric in the presence of a
barotropic fluid and dark energy within the framework of Lyra geometry. Section 3 focuses
on the case of non-interacting two fluids. Section 4 examines the scenario of interacting two
fluids. Section 5 provides a detailed discussion of the behaviour of the physical and kinematical
parameters in the developed model. Section 6 presents the conclusion.

2. Metric and field equation
We consider spatially homogeneous and anisotropic Bianchi type-V I space time in the form
ds® = —dt* + A%da® + B*e*"dy + C?e™**dz* (1)

Einstein modified field equation in normal gauge for Lyra’s manifold

R~ SgiR+ 2660 — ool = T (2)
Where is the displacement vector defined as ¢; = (0,0, 0, 3 (¢)) and other symbols have their
usual meaning as in Riemannian geometry. Also , we have

Ty =0 3)

which is a consequence of the field equation (1) and (2). TZJJ is the two fluid energy momentum
tensor consisting of dark energy and barotropic fluid and comma and semicolon denote partial
and covariant differentiation respectively.
For the metric (1) the field equations (2)—(3) are
B C BC 1 3
§+5+?C+ﬁ+*52=—ptotal 4)
A ¢ AC 1

2
A + = C + — AC A2 + ﬁ —Ptotal (5)
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A B AB 1 3,
Z—I—E—i_ﬁ_ﬁ_‘_iﬂ = —Ptotal (6)
AB BC AC 1 3

_——— — 2 =
a8 T et ac T a 1P T pew @
B C
B o’ ®)

In a co-moving coordinate system the field equations (2)—(3) for the metric (1), in the two
fluid scenario, lead to
Eq. (3) leads to

. A B C _ a
Ptotal + (ptotal + ptotal) (A + E + C) = Ptotal + E (ptotal + ptotal) = 0 (9)
A B C a
here = + = + — = 2 — H and
where 2 + B + c a an
Dtotal = Pm + Pd, Ptotal = Pm + Pd (10)

Here p,,andp,, are pressure and energy density of barotropic fluid and ppandpp are pressure
and energy density of dark fluid respectively.

Also, The equation of state (EoS) parameters of the barotropic fluid and dark fluid are given
by

W = Pm - ond wp = bp (11)
Pm PD
The Conservation of LHS of equation (2) leads to
o1 3 3 .

p— Z i _2 E g\ _ 19
(Rz ngR) + <2¢1¢ )U 1 (¢k¢ gl);j 0 (12)

3.. 3,(A B C\ 3. 3,(a\
2m3*ﬁ3<A+za*c>255+25<a>0 13)

In the following section we consider two cases: non — interacting two fluid model
and interacting fluid model. Solving the field equations in both the cases we determine
a(t), pm,Pm, PD,PDswmandwp then study their physical behavior.

3. Non — interactin two — fluid model

Here we consider that two fluid (barotropic fluid and dark energy) which do not interact with
each other. Hence the general form of conservation equation (9) leads us to write the conservation
equations for the dark fluid and barotropic fluid separately as

. a . a
pm+g(pm+pm)=0 and pD+E(pD+pD)=0 (14)

We can observe that there is a structural difference between equations in Eq. (14). In view
of the fact that EoS parameter of barotropic fluid wy, is constant (Akarsu and Kilinc 2010) [52]
while wp is allowed to be function of time, integration of equation (14) leads to

pm = poa ) and - pp, = wppoa ) (15)
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Using equation (14) in the equations (4)—(7), we first obtain ppandpp, in terms of scale factor
a(t), as

L\ 2 . . 2
A 1 3 B B 1 3

The spatial volume, The average scale factor, The Hubble’s parameter, The scalar expansion,
The shear scalar for the metric (1) are given by

V = ABC (17)
a=(ABC)3 (18)
a 1(A B C
H_a_3<A+B+C> (19)
A B

. N\ 2
1({A B
2 frp— [ —
773 (A B) (21)
The field equations (4)—(8) are highly non-linear in nature and therefore we require the

following plausible physical conditions:

1. By Integrating Es. (8) we have,

B=IC (22)
Without loss of generality we shall consider [ =1
Hence,

B=C (23)

2. The shear scalar o is proportional to scalar expansion 6, so that we can take (Collins et
al.1980)[53]
A=B" (24)

where n#1 is a constant, it takes care of the anisotropic nature of the model.

3. Akarusu and Dereil(2012) [41] proposed LVDP law given as

g=—-kt+m-—1 (25)

Here £ > 0 is constant with the dimension of time inverse and m > 0 is dimension free
constant. Solving Equation (25) we have different solutions for the scale factor for LVDP law is
given by

a= ale%ta“h_l(fﬁtfl) fork > O0andm > 1 (26)
a = c(mt + d)% fork = 0andm > 1 (27)
a = ce® fork = 0andm =0 (28)

Therefore, we consider eq. (26) for the scale factor a = aen tan k™! (3:4=1) for LVDP law is
The Hubble’s parameter

' -2 7 2k2 2] —2
H=8o T a2 2km

@ (k) — 2km] a [t)” = 2kme i

(29)
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3
A= gFir = [ale%tanh”(%t—l) T (gg) T e ok (51) (30)

B=C= A" = (a)) 7 emosgn ook (5r-1) (31)
The form of metric Eq.(1) after substituting A(t), B(t) and C(t) for LVDP model is given by
2n+1 T 1 1( Kk 267711
d82: 7dt2 |:a167" tan h™ (mt—l):| n+ d$ + |:a1€m tan h™ (mtfl)i| nt [edey + 672a:d22} (32)
Equation (32) represents non-interating two fluid model in Lyra’s Geometry with linearly

varying decelerating parameter(LVDP) law.
Using equations (29)—(31) in equation (16) we obtain ppandpp as

9 (n? +2n 2\ 2 s 3
pp = ((2 T 1)2) <Z> a7 = 157 = poa (1) (33)
n
2 2
_ 36k2 (n? + 2n) 1 (ay) T e e (1)
(2n 4 1)* ((kt)2 — 2kmt) (34)
_ 7ﬂ(2)a—2 _i tan h™ ( t— 1) — po (al)—(l-‘rwm) 6_w tanhil(ﬁt—l)
1

pp = — + powma~IFem) (35)

6n i\ 3n(Gn-2) (a\® _ .« 3,
— )+ —- | = +a Z»FT + 7ﬁ
2n +1 a (2n +1) a 4

oy — _{ (24k2mn> [%2 [t +2] — 2km

12n (5n — 2) k2

2 2 2

@n 1) [ [(kt)?* = 2kmt] (2n + 1) ((kt)2 - kat)
36
(o) o ) S 1<kt—1>}+ 0

+pown, (a1) ) e ) tan h = (1)
Using equations (35) and (36) in equation (16) we obtain

_ | ) ) (24k?mn \|2K?[t+2]—2km | 12n(5n—2)k? -~ — 5T o et tanh T (X t-1)

“p = l{ {((2n+1) >|:[(kt)22kmt]2:| (2n+1)%((kt)? —2kmt)” (ag) 21 e menD

ﬁgaI2 —Atanh (Lt 1)}+powm (al)—(1+wm) e2<1f:m)tanh—1(};t1)}+

tanh_l(%tfl) o

36k* (n”+2n .6 __12 _
- {{(2n+1)2((kt)222mt)2 =+ (31) Tl @ mEnil)
— 3828  Ze mtanh” (1) g (ag) ") eﬁwtanhl(;tl)}}] -

which is the equation of state (EoS) parameter of the dark fluid in terms of the cosmic time t.

It can be observed that for t—0, ppandpp diverge while for large t they vanish. Equation (37)
gives the behavior of EoS in terms of cosmic time t. It is observed that wp is increasing function
of cosmic time t. The rapidity of their growth at the early stage depends on the type of the
universes, while later on they all tend to a constant value.
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The expressions of the matter-density §2,, and dark-energy density {2p are given by

0 _ pm _ | (00— 2kmt)” po (ay)~Hem) g tan k™ (3 -1) i
m™T3H? 12k2 (38)
2 2
QD _ PD2 _ {< 36k (n + 2”) _ 4 (al)_ﬁ e*%tanhfl(ﬁtfl)_
3t (2n +1)° ((kt)2 - 2kmt)

- %53@{26_% tan = (1) g (ag) ) o ta“hl(«'fzt—l)> ((kt)2 - 2kmt)2 }+
<+ 12k2 (39)

By adding Eq. (38) and (39) gives us the density parameter

36 (n? + 2
P Cae )
(2n+1) (40)
. 1 —_ c - 2
((m)fﬁ o~ sy tanh T (-1) %Bgalﬂe—% tan h 1(%“1)) ((kt)2 - 2kmt)
+

12k2

4. Interacting tow fluid model

Here we consider the interaction between dark energy and barotropic fluid. For this purpose
we can write the continuity equation for dark fluid and barotropic fluid as

432 (o 1) = Q ()
4o +3% (pp+pp) = —Q (42)

where the quantity @ represents the interaction between dark energy components. Also @) > 0
ensure that the second law of thermodynamics is satisfied (Pavon and Wang, 2009) [54]. Following
Amendola et al. (2007) [55] and [56], we consider,

where o is a coupling constant.
Using [42] in (42) and integrating we obtain

_ —(14+wm—30
Pm = p0a73(1+am70) = o [(116% tan h 1(%t—1):| ( ) (44)

—(14wm— ltanhfl(ﬁtfl)}_(1+wm_30) (45)

Pm = WmpPm = WmpPoa 39) = Wm Po |:a1em

Now using Eqs. (42)—(44) in [33] and [35] we get (by a straight forward calculation)

36k* (n? + 2n)

__6 12
pPD = (al) 2+l o7 m(2n+l)

D= tanhil(ﬁt—l)
(2n + 1)% ((kt)* — 2kmt)*

(46)

2 —2 —Ltanhl(Li—

3
— S ARay e e () gy (ay)

—(l4wn—30) - =20Fem=30) tan p ! (,,’:‘Ltl):|
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» (24/4;2mn) 2k2 [t + 2] — 2km 12n (5n — 2) k?
D == - -
Cn+1) ) | [(kt)? = 2kmt]* | (2n+ 1) ((kt)® = 2kmt)”
6 12 -1 1/ K 47
—(al)fmefmtanh (&t-1) _ fﬁgaf% A tanh (,’;tl)}_'_ (47)

+ Powm (al)—(1+wm—3a) o =T pan 1 (Ke-1)

ol (24k2mn> 2k? [t +2] —2km | 12n (5n — 2) k2 3
P (2n+1)) | [(kt)? —2kmt]® | (2n+1)* ((kt)* —2kmt)*

(o) e (1) 8 g <;t—1>}+

021
+ PoWm (a1)7(1+wm730) eWtanh—l(;tl)}+ (48)

. { 36k2 (n2+2n)
" | (204 1) ((kt)* —2kmt)”

tanhfl(%t—l)

__6 12
_|_(a1) 2nf1 @ m(2n+1)

—*5(2;&1_2 — & tanh~ (%t—l)_po (al)—(1+wm—30) e_z(ltn‘*’m)tanhl(;t—l)}
The model with pp,pp and wp given by equations (46)—(48) represent two fluid interacting
dark energy model.
The expressions of the matter-density €2, and dark-energy density 2p are given by

pm [ (k1) = 2kmt)pg (ag) " 57 TR tann Y (1)
Q=32 = 1242 (49)
2 2
ap -2 _ 30K (n2420) ) ot (1)
3H (2n 4 1)% ((kt)* —2kmt)

—*533172 — 4 tanh~ 1(kt71)_p0 (al)—(1+wm—3a) e,wtwh—l(%t,l) < (50)

x ((kt)2 —2kmt)2 } + 12k2]

Using Eq. (49) and [50] gives us the density parameter

3 (n?+2n
0—q,+0p< |22 2>
(2n+1)
1 _ 2
((al)_ﬁ 67% tan h (%tfl) 3 gal—26—; tan h 1(%1&—1)) ((kt)2 . kat) (51)

+ 12]@2

which is same as Eq. (40). Hence the behavior of the density parameter, in this case, is same as
that in the non-interacting case.

5. Discussion

Let us now discuss the physics of the universe as described by equation [40]. The universe

2m
begins with a Big Bang at t=0 and ends at t = 5 The increase in spatial volume with cosmic
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time indicates the universe’s spatial expansion. Key parameters, such as the scale factor, Hubble
2m
parameter, energy density, shear scalar, and scalar expansion, diverge at the finite time t = —,

suggesting a "Big Rip" scenario, as proposed by Caldwell et al. (2003) [57]. Additionally, when
n = 1 the anisotropy parameter A,, = 0 becomes zero, resulting in a shear-free universe (02 = 0).
This implies that the universe initially undergoes deceleration but eventually transitions to late-
time acceleration, a process that can occur through "cosmic recollapse,” as described by [58]. At
late times, the deceleration parameter turns negative, indicating that the universe transitions to
an accelerated expansion, consistent with the current understanding of the universe’s evolution.

Conclusion

In this study, we have examined a two-fluid scenario within a spatially homogeneous and
anisotropic Bianchi type VI spacetime in Lyra geometry. The field equations were solved

using the linearly varying deceleration parameter (LVDP) proposed by [41]. The universe begins

2m
with a Big Bang at ¢ = 0 and ends at ¢t = o The increase in spatial volume with cosmic

time indicates the universe’s spatial expansion. Key quantities such as the scale factor, Hubble
2m

parameter, energy density, shear scalar, and scalar expansion diverge at the finite time ¢t = 7
indicating a "Big Rip" scenario.

Initially, the universe undergoes deceleration, but it transitions to late-time acceleration,
potentially through a process called "cosmic recollapse." At late times, the deceleration parameter
becomes negative, leading to accelerated expansion, which aligns with the current understanding
of the universe’s accelerated expansion.

Moreover, the study of both interacting and non-interacting cases of Bianchi type models
with LVDP in Lyra geometry proves significant in relation to the accelerated universe scenario,
as it offers solutions to some longstanding issues in standard Big Bang cosmology. The results

obtained in this paper contribute to a deeper understanding of the universe’s evolution.
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JBYX>KNJIKOCTHBII ClieHapuii KOCMOJIOTMYECKOM MOOden
TEMHOI HEePrum C JINHEMHO M3MEHAIONINMCA [TapaMeTpPoOM
3aMe/lJieHnsI B reomerpun JInpobl

M. Kpuinaa

Nmxenepuernit konnemx Parxy

Bumaxkxanaraam, Augxpa-Ilpanem, Nuans

K. CooxanBbaby

VHUBEPCUTETCKUN KOJUIEIZK WHAKEHEPUN
Hapacapaornera, Auaxpa-Ilpagem, Vugus

P. CaaTukymap

WHCTUTYT TEXHOJIOTHIA U MEeHEZKMEHTa A uThbu
Texkanu, [IIpukakynam, Aunxpa-ITpagemr, Numgus

Amnnoranusi. B s10it craTbe MBI HCCIEyeM OIEHKY ITapaMeTpa TEMHON SHEPTUU B IPOCTPAHCTBEHHO O/I-
HOPOJIHOM U aHH30TPOIIHOM IIPOCTpPaHCTBe-BpeMenu Turna buanku-V Iy, BKirogatomemM reomerpuio JIupsr.
YT06B! IOJIyYUTE ONPEIEIEHHOE PEIIeHre, MbI PellaeM YPaBHEHUS TOJIs, UCIOIb3ysl JINHEHHO U3MEHSIO-
muiics mapaMeTp 3aMeJJIeHus, npeauokenubit Akapey n Jlepesu (2012). Mbl ananusupyem JBa CrieHa-
pUsI, BKIIIOYAIOIUX B3aMMOJIEHCTBYIOIINE U HEB3AUMOAEHCTBYIONHE KUKOCTH (6APOTPOIHYIO U TEMHYIO
9HEPTHUIO), U BBIBOAUM OOIIME PE3yJIbTATHI JJIS KAaXKI0TO ciydas. Takxke 06CyKIai0Tcs PU3NIECKue mo-
CJIE[ICTBUS STUX PE3YIbTATOB.

KurodueBrle ciioBa: TeMHasI SHEPIUs, ABYX2KUJIKOCTHBIH ClieHapuil, 0apoTpOHbIi, reoMmerpust JIupsr.
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Abstract. The problem of two-dimensional thermocapillary fluid flow in a channel with heated bottom
is considered. Condition of thermal contact is set on the upper free boundary. The velocity field is
linear with respect to the longitudinal coordinate, and the temperature and pressure fields are quadratic
functions of the same coordinate. The analysis of the compatibility of the Navier-Stokes equations
and the equation of heat transfer leads to a non-linear eigenvalue problem for finding the flow field in
the layer. The spectrum of this problem is studied analytically for small Marangoni numbers (second
approximation) and numerically for abitrary Marangoni numbers. The non-uniqueness of the solution
is established. It is typical for problems of this kind.
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Introduction

Capillary forces associated with the existence of surface tension at the interface between two
liquids (or liquid and gas) play a noticeable and in many cases decisive role in reduced gravity
conditions. The temperature dependence of the surface tension coefficient is one of the important
factors that determines dynamics of the interfacial surface in the presence of inhomogeneous
temperature field in the system.

The thermocapillary flow problem of a liquid in the weightless state with a parabolic depen-
dence of surface tension on temperature was studied in [1,2]. The considered problem admits
self-similar solutions within the framework of the Navier-Stokes equations, and it is reduced to an
ordinary differential equation similar to the Faulkner-Skene equation in boundary layer theory.
It was established that problem can have from one to three solutions. It depends on the values
of the defining parameters.

The two-dimensional stationary motion problem of a liquid in a flat channel with free bound-
ary along which the surface tension linearly depends on temperature was considered in [3,4]. The
application of the tau method showed that problem has three different solutions. The problem
has one solution in the case of thermally insulated free boundary. Characteristic flow structures
were constructed for each of the solutions.

*elena_cher@icm.krasn.ru https://orcid.org/0000-0002-9059-2876
© Siberian Federal University. All rights reserved
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One of the characteristic features of the non-linear problem discussed in [1-4]| (and in this
paper) is the non-uniqueness of the solution. The motion of a viscous liquid in a layer enclosed
between two parallel flat surfaces experiencing linear tension at a constant velocity was studied
in [5]. It was established that from one to three values of the pressure coefficient can correspond
to a fixed value of the Reynolds number. There is no solution at all in a certain range of Reynolds
numbers in the axisymmetric case.

In this paper, unlike [3,4], the solution spectrum of the problem for arbitrary Marangoni
number is constructed numerically. The evolution of the spectrum is also traced for non-zero
values of the dimensionless heat flux and the Prandtl number. The non-uniqueness of the solution
is established. It is typical for problems of this kind

1. Statement of problem

The viscous incompressible fluid flow in a layer of constant thickness [ on a flat solid
unevenly heated surface is considered. A thermal contact condition is set on the free surface
y = [ and the surface tension o depends linearly on temperature: o(8) = oo — &(6 — ),
oY, 2 and 6, are positive constants. The temperature in the fluid is distributed quadratically:
O(x,y) = a(y)z? + b(y), where |z| < oo, 0 < y < I. Such temperature distribution means that
at the beginning of the Cartesian coordinate system, the temperature has maximum value for
a(0) < 0 and minimum value for a(0) > 0. Let u(z,y) = w(y)z, uz(z,y) = v(y) are components
of the velocity vector and p(x,y) is pressure. The stationary flow in the layer that corresponds
to the establishment of balance of tangential thermocapillary and viscous stresses on the free

surface of the fluid is described by the following system of equations and boundary conditions
vwy + w? = [+ vwy,, w4+ v, =0,
2wa +vay = Xayy, Vby = xbyy +2xa, 0<y <,
y=0: w=v=0, a=uag, b= by, (2)

y=1: v=0, prwy=—2a, kby+v(0—04s)=q. (3)

In equations (1) parameters v > 0, x > 0 are the constant kinematic viscosity and thermal
conductivity of the fluid, respectively. The pressure is represented as

1p =d— 2% dy) =vv, — 11)2 +d dy = const

p 2 5 Yy 2 05 0 )
where p > 0 is fluid density, and f is an arbitrary constant. Parameters ag, by in equalities
(2) are known constants. The first two conditions in (3) are consequences of kinematic and
dynamic conditions. In the last equation (3) (thermal contact condition) k& > 0 is the coefficient
of thermal conductivity, g(x) is preset heat flow, v > 0 is the coefficient of heat exchange for
fluid-gas interface. It follows from the condition for normal stresses that free surface remains
flat. This assumption can be fulfilled, for example, under the action of sufficiently high capillary
pressure (value og > 1) [6]. In accordance with the representation of temperature in the thermal
contact condition it is necessary to assume in the general case that

Ogas = a12° + b1,  q=asx® +bs
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with the specified constants ay, by, & = 1,2. Therefore, the thermal contact condition provides
two more relations for a(y), b(y)

y=1: kay+ya=az+ary, kby+~vb=>by+bi. (4)

Remark 1. The considered problem is non-linear and inverse since constant f is unknown.
Indeed, if v(y) is excluded from the mass conservation equation (the second equation (1)) then
problem for functions w(y), a(y) is obtained. The problem for function b(y) is separated for
known v(y) and a(y), it is considered here.

Let us introduce dimensionless variables and parameters:

2 l
£:y7 Wziwv V—*'U, infa A:ga
l V2 ao
3
pr="2, Ma:aoae,j Copi2X
X pv k

Here Pr is the Prandtl number, Ma is the Marangoni number and Bi is the Bio number.

To define new unknown functions V(§), A(§) and constant F' which is the eigenvalue of
the problem the following two-point boundary value problem for non-linear system of ordinary
differential equations is obtained from (1)-(4):

V" V2 VvV - F =0, (5)

A" +Pr2V'A-VA) =0, (6)

£=0: V=0 V=0 A=1, (7)
E=1: V=0, V'=2MaA, A +Bid=Q, (8)

where @ = (a2 + a17y)/k is the specified constant.

Remark 2. For Ma=0 problem (5)-(8) has a solution: a) for Q = Bi = 0 (or
Q=Bi)V® =0, FO =0, AO =1;0) for Q#0and Bi 0V =0, F(O =0, A® =s¢+1,
§ = (Q — Bi)(1 + Bi)~.For |[Ma| < 1 solution is taken in the form

V=MaV®, F=MaF®, A=A 4Mad®), 9)

where the order of magnitude of V), FM AW s equal to one. After substituting (9) in system
(5)-(8) and neglecting the quadratic Marangoni terms, linear problem for V) F1) and A is
obtained. After solving the resulting problem with an accuracy of O(MaQ) for functions V, A and
constant F, one can obtain

V= Ma(d+ 1)€2(6 — 1), F = 3Ma(6 + 1),
MaPr(5 + 1) (10)
B 60

5+ 30 + Bi(2 + )
1+ Bi

A:

2065 — 3(0 — 1)€° — 5¢* + £l + A0,
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2. The second approximation with respect to the Marangoni
number

Decompositions of functions W, A and eigenvalue F' into series with respect to Marangoni
number Ma up to the terms O(Ma®) have the form

V=MaV) + Ma’V®  F=MaF® + Ma’F®, A=A40 4 Mad® + Ma24?,

where functions V1), A1) and constant F(1) are already known (see (9), (10)). Let us write the
boundary value problem for the second approximation

V@ (V(l)’)z vy _p@) —g (11)

A@7 4 Py (2(v<1>’A<1> L V@A) @407 V<2>A<o>/) —0, (12)
€=0: V@ =0, v® =0, A® =y, (13)

E=1: V@ =0, v@"=240_  A@" L BiA® =, (14)

Using relations (10) and taking into account conditions (13), one can find from (11), (12) that

(6 +1)2 F@g  C¢?
0 +

| 74C)
6 2’

Pr(d+1)% [ 6 5 -1 5-1 5 5 . 6 . &
q@ = 2O 0 0 (0 L 0T o O—-41 9\ 8, 2 7,9 5 91 4
20 [45$ <54‘L 24 )x +< 28 56)”” Tt ta" Tt | T

(3¢2 =767 +76%) +

Pr(6+1)2 [136 4 (116 3\ 4 1 1 ;
i S/ ekl Y — (36— 2"+ —g6— PR §5 — S+ 2F,) 24| —
o 510\ 280 Ta0) " T GO e 2= (3C10+ 2

1 5+ 30 + Bi(2 + )

_7P 3 = .

3 rCiz° + Cox, o1 B

(15)
There is linear system for unknown coefficients C;, Cy and eigenvalue F() that follows from
three boundary conditions (14). The solution of this system is

P54 1) 19 ,
Or === (6 =61 +2) — oo (6 4+ 1)2,
; -1
Cy = % [3155(5 +1)2 + PrBi(176% + 42625, — 14662 + 29468, — 5536 + 2526, )+

+Pr (57083 — 525526, + 198062 — 735681 + 19356 — 2108 4 525) + 15Bi(6% — 3662 — 276 — 14)} ,

Pr
_i'_i

550+ 1 =81 +2).

5
F® = = (5 +1)?
Then
2 (9 2 Pr 3
F =3Ma(d + 1) + Ma %(6+1) +%(6+1)(5—61+2) + O(Ma®).

As can be seen, pressure coefficient F' here depends on the Prandtl number. It means that
thermal and hydrodynamic fields in the layer become interconnected.
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3. Numerical integration

An algorithm for numerical analysis of system (5)—(8) is proposed below for arbitrary
values of the Marangoni number (Ma). Boundary value problem (5)—(8) is reduced the to the
Cauchy problem. Let us subject the differential equations in (5), (6) to the action of a linear
transformation group [7]

=D&, V=DV, A=A, (16)

where Dy # 0, D5 # 0 are parameters to be determined. The transformed equations have the
form

V" 4+ DDV = DiDVV' — DDy F =0, A"+ DiD.)PRVA-VA)=0, (17)

It can be seen that resulting equations is invariant with respect to the transformation parameters
if

DiDs = 1. (18)
Then system (17) takes the form
V'V VvV —-F=0, A'+PRVA-VA)=0, (19)
where
F = DIF. (20)

The boundary conditions at the point & = 0 is not changed:

€=0: V=0 V=0 4A=1 (21)

The missing conditions for £ = 0 are obviously conditions for the second and first derivatives:

V”, A'. To obtain these conditions it is required that after the transformation they do not
depend on Dy: V"(0) = D73 A’(0) = D~'. Then, after converting (16), one can obtain

V'ioy=1, A@0)=1. (22)

These two conditions together with conditions (21) allows one to solve system of equations (19)
as Cauchy problem.

The first condition of (14) at the point £ = 1 after the transformation of (16) takes the form

V(DY =o0. (23)

This allows one to determine conversion parameter D; and hence Dy from (18).

The described actions allow one to develop the following scheme for constructing spectra
F = F(Ma, Pr) and F = F(Q, Pr) of boundary value problem (5)-(8). The value of F' € (—o0, 00)
is set, and Cauchy problem (19), (21), (22) is integrated until condition V = 0 is satisfied. Let
this happen for a certain value £ = £,. In accordance with conditions (18), (23), the values of the
transformation parameters are obtained: Dy = D7 - &,- The values of the Marangoni number
and parameter @ are found using the last two conditions (8), namely, taking into account (16),
Ma = E;‘V"(EO) J2A(&y), Q = ZOZI(EO) + BiA¢,. Finally, the eigenvalue of original problem
(5)-(8) is obtained in the form F = D;*F = Eéf.

Note that during the implementation of the described algorithm the possibility of non-
uniqueness of the root &, of the equation V(£,) = 0 is taken into account. In addition, since
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parameters Dy, Dy (16) can have any sign the integration of problem (19), (21), (22) should be
performed separately in intervals &, € (—o00,0] and &, € [0, +00).

Fig. 1a schematically shows the behaviour of function V(§) at £ € (—o0, 0] in relation to the
value of the modified pressure gradient F. It can be seen that in the interval F € (F,,+00)
(F. =~ 0.755) there are two non-zero roots £j; and &, of equation V() = 0. In the interval

F € (—o0, F,] the function V(€) has no zeros, when £ € (—o00,0]. For £ € [0,+00) equation
V(€) = 0 has single root &, for any value of the modified pressure gradient F' € (—oc, +00) (Fig.
1b).
Fe(-w,F, 1TV F=F-F, v F=F-F v
s P, A~
3 0 < & 0 & Vém 0
a)
v F=F 1 F-R-E
E° &

b)

)

Fig. 1. Behavior of function V(¢)

Fig. 2 shows numerical spectrum of F' = F(Ma,0) (Bi = 0,Q = 0 and A = 1). The root
£o1 (see above) generates spectrum for positive Marangoni numbers (branch 1). The root &,
together with the root &,; give branch 2 that corresponds to the negative Marangoni numbers.
The values of the root &, generate branch 3 of the spectrum (Ma < 0), one of the ends of which
corresponds to asymptote (10), and the other tends when F — 0 — 0 to a vertical asymptote
common to branch 2 for Ig |[Ma| ~ 2.758. Only branch 3 corresponds to negative values of F.

It is established that there are non-unique solutions with spectrum F = F(Ma,0). In partic-
ular, there are at most two solutions in the considered range of the modified pressure gradient
F € (0.756;10%) on branch 1 (Ma > 0). Branches 2 and 3 (Ma < 0) have from one to three
eigenvalues F' corresponding to fixed value of the Marangoni number (branch 3 has one solu-
tion). The section of branch 2 with non-unique solution is shown in the insert in Fig. 2. One
should note that there are at least two solutions with zero eigenvalue: one solution corresponds
to asymptote (10), Ma = 0, and the second solution corresponds to Ma = —572.426 (the vertical
asymptote of branches 2 and 3).

Characteristics of the fluid flow that occurs in the layer as a result of heating of the lower
solid wall are shown in Fig. 3. The profiles of the horizontal velocity in the region =z > 0
are depicted for a number of points in spectrum F = F(Ma,0) (Bi = 0,Q = 0 and A = 1).
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Ig|F|

24
/ 352 3.66

A 0 1 2 5 1g[Mal

Fig. 2. Spectrum F = F(Ma,0) of problem (5)-(8) for Bi=0,Q =0

Functions W (&) = v~ 'w, W = —V; are plotted along the abscissa axis. Curves 1-3 correspond
to Fy = 2783.857, F5 = 887.843 and F3 = 421.954, respectively (see Fig. 2, branch 2). In these
cases, the direction of fluid flow is changed twice, that is, a two-vortex flow occurs in the layer
(see Fig. 4a). Curve 4 corresponds to the solution for zero eigenvalue: F = 0, Ma = —572.426.
In this case, there is one return flow zone which makes up almost 2/3 of the layer (see Fig. 4b).
All points of the spectrum forming branches 1 and 3 correspond to a single-vortex flow (one zone
of return flow, see Fig. 4b). Moreover, for all points of branch 1 (Ma > 0, F' > 0) the return flow
zone is located near the free boundary.

Ml

e

200 300 400 W)

Fig. 3. The profile of the horizontal velocity for z > 0

Fig. 5 shows spectra F' = F(Ma,0) for Bi=0, Q =1 (a) and @ = 5(b) (the heat flux is set
at the free boundary). For Q = 1, branch 1 corresponds to a positive value of the Marangoni
number, and branches 2, 3 correspond to a negative value of the Marangoni number. It can be
seen that there is no more than one solution on all branches. For @) = 5, the positive values of
the Marangoni number correspond to branches 1, 2, and the negative values of the Marangoni
number correspond to branches 3, 4, 5. It can be seen that there are up to four solutions on
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Fig. 4. Streamlines in the layer for F' = 421.954 (a) and F' =0 (b)

Ig[F| IglF|

[

4 1g[Mal 3 1g[Mal

a) b)

Fig. 5. Spectrum F = F(Ma,0) of problem (5)-(8) for Bi=0,Q =1 (a) and Q =5 (b)

branch 1 (Ma > 0).

Fig. 6, 7 show spectra F' = F(Ma,Pr)(a) and F = F(Q,Pr)(b) for the Prandtl numbers
Pr = 5 and Pr = 50. The positive values of the Marangoni number and the dimensionless
parameter @) correspond to branches 2, 4 (Fig. 6a) and branch 3 (Fig. 6b). Branches 1 and 4
in Fig. 6a (and branch 1 in Fig. 6b) correspond to positive eigenvalues F. The result can be
interpreted as follows: the value of the dimensionless pressure gradient F} can be obtained by
setting two different combinations of the Marangoni number Ma and the dimensionless heat flow
Q (May, Q1 u Mag, @Q2). Variation in the Bio number (Bi) does not provide qualitative changes
in the spectrum of solutions of boundary value problem (5)-(8). Therefore, it is assumed to be
zero in all calculations.

In conclusion, one should emphasize the importance of the proposed method. In most ther-
mocapillary convection problems containing parameters, the total number of solutions for the
entire range of parameter values is of interest rather than particular solution for a specific set of
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lg[F| lg|F|

2

IfF| IgfF|

24

Fig. 7. Spectra F' = F(Ma, 50) (a) and F = F(Q,50) (b) of problem (5)-(8) for Bi=10

parameter values.
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CriekTp KpaeBoii 3a1a91, OMUCHIBAIONIEil AByMepHOe IIJIOCKOe
CTallMOHAPHOE TEePMOKANWJIJIIPHOE TeueHne B KaHaJle

Enena H. JlememkosBa
WNucruryT Beraucinresbaoro mogenuposannss CO PAH
Kpacnosipck, Poccuiickas Peeparims

Amwnnoranusi. Vccmeayercss 3amada 0 IByMEPHOM TEPMOKAIWJIISIPDHOM TE€UEHUU YKUJIKOCTU B KaHAJE C
MIOJOTPEBAEMBIM HUXKHUM JHOM. Ha BepxHel CBOOOAHON IpaHUIle 3aJaHO0 yCJIOBHE TEIJIOBOIO KOHTAKTA.
TloJte ckopocTeit TUHENHHO 110 TPOIOIBLHON KOOP/IMHATE, [TOJIsl TEMIIEPATYPHI U JaBJIeHUsI — KBaIpaTUIHbIE
dyuknuu Toi xe KoopauHaThl. AHanuz coBMecTHocTH ypasHenuii Habe-CTOKCa M TEILIONPOBOAHOCTH
NPUBOANAT K HEJMHEHHON 3ajade Ha COOCTBEHHBIE 3HAYEHUS I HAXOXKIEHUS II0JIsT TEYEHUS B CJIOE.
CrekTp 3TOi 38,1291 UCCII/yeTCsl AaHAJIUTHYIECKH IIPU MaJIbIX duciax MapaHronu (Bropoe npubim»KeHue)
M YHCJIEHHO P JIIOOBIX Yucjax MapaHroHu. YCTaHOBJIEHA HEEIMHCTBEHHOCTDL PEIIEeHMs], XapaKTepHas
Tt 3329 MTOJ00HOr0 pojia.

KuaroueBble cjioBa: TepMOKANIWLISIPHAsS KOHBEKIIUS, YPABHEHUs BA3KON TEIJIONPOBOIHON YKUIKOCTH,
obpaTHasl 3ajlada, CIIEKTP KPAeBO 3a/1a4m.
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Abstract. In recent years, there has been great interest shown in the literature in the study of chaotic
dynamical systems. In this paper, an adaptive control scheme has been introduced to achieve syn-
chronization between two different fractional-order hyperchaotic systems with unknown parameters. By
using rigorous techniques of fractional calculus, the controller has been designed based on Lyapunov
stability theory. The adaptive hybrid synchronization between fractional-order hyperchaotic Lorenz and
Chen systems has evolved to illustrate the constructed synchronization scheme. In order to create high
security for signal transmission, an application of synchronization in secure communication has been
performed. Computer simulations were carried out to validate the theoretical results derived from this
study.
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Introduction

In recent years, the topic of chaotic systems has received great attention from a number of
researchers in chaos theory. The main reason for this interest is due to the many applications
of chaotic systems in sciences and engineering. Biology, neural networks, cryptography, physics,
chemistry, and secure communication are most fields were the chaotic systems are frequently
applied in practice [1]. A hyperchaotic system is defined as chaotic system has more than one
positive Lyapunov exponent, in which the minimal dimension for a continuous-time hyperchaotic
system is four [2].

Recently, fractional calculus has become an important topic in mathematics and physics.
Due to the hereditary and nonlocal distributed behaviors in dynamic phenomena, modeling
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of dynamical systems in sciences and engineering using fractional differential equations is more
suitable than integer-order equations [3]. Since the works of Leibniz in 1695, the idea of fractional
derivative of continuous function has been explored [4]. In recent decades, several fractional
differential and integral operators have been defined. Since the works of Carroll and Pecora (1990)
[5], the field of synchronization of systems using chaos theory has become very popular in the
literature. Nowadays, control and synchronization of chaos phenomena in fractional-order chaotic
systems have significant interest, due to their important applications in cryptography and signal
transmission. In the chaos control problem, the desired goal is to construct an efficient control
law to stabilize the state trajectories of the chaotic system. On the other side, a pair of dynamical
chaotic systems called master and slave systems are said to be synchronized when the trajectories
of the slave system asymptotically track the trajectories of the master system in infinite time.
Many control schemes have been reported to control fractional-order chaotic systems, such as
adaptive control [6], active control [7], passive control [8], sliding mode control [9], and many
others. Furthermore, various types of synchronization of chaotic systems have been introduced,
such as complete synchronization [10], anti-synchronization [11], projective synchronization [12],
lag synchronization [13], etc. Recently, a new type of chaotic synchronization has developed
called function projective synchronization, where the master and response systems could be
synchronized up to a scaling function [14].

In the literature, several fractional-order chaotic systems have been employed in the construc-
tion of secure communication schemes using the techniques of chaos synchronization [15,16]. To
our knowledge, the general idea for transmitting a message signal via chaotic systems is that
an original information signal is injected in the transmitter system, which produces a chaotic
signal. The chaotic signal is then transmitted to the receiver via a public channel. Finally, after
the transmitter and receiver systems are synchronized, the encrypted information signal can be
successfully recovered at the receiver. In this work, our aim is to synchronize two nonidentical
fractional-order hyperchaotic systems by performing a suitable adaptive controller. Based on
the Lyapunov theory of fractional-order systems, the theoretical results in this paper have been
demonstrated. Computer simulations were performed to validate the feasibility and effectiveness
of the proposed method.

The remainder of this paper is organized as follows. In Section 2, basic notions of fractional
calculus are introduced. In Section 3, the general idea of the proposed synchronization method
based on fractional-order hyperchaotic systems is discussed. In Section 4, based on the stability
theory of fractional-order systems, an adaptive hybrid synchronization between two nonidentical
fractional-order hyperchaotic systems is achieved. In Section 5, a secure communication scheme
based on adaptive hybrid synchronization of fractional-order hyperchaotic systems is constructed.
Finally, we draw conclusions in Section 6.

1. Mathematical background

In this section, we provide some notions of fractional calculus that help us build this paper.

Definition 1. The Riemann-Liowville fractional integral of order ¢ € Rt of a continuous func-
tion u: RY — R is defined as [17]
1

Tult) = 5 / (¢ s (1)

where t > to, ['(.) is the Gamma function.
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Definition 2. The Caputo fractional derivative of order ¢ € Rt of a continuous function u :
[to, +0o[— R is defined as [18]

Eoum(s
°Di u(t) = ! /t ( (5) ds (2)

T'(m —q) t—s)ati-m

where t > tg, m —1 < ¢ < m with m = [q].

We have the following fundamental properties of the differential operator “Df [19]

1.Ifp>q¢g>0where0<m—1<p<mand 0<n—1<qg<nsuch that m and n are two
integers, then

“Dp, (“Dytu(t)) = “Di"u(t) (3)

2. If p,g > 0where 0 <m—-—1<p<mand0<n—1<qg < nsuch that m and n are two
integers, then

n

D (“Df,u(t) = DIFu(t) — 3 [CD?;J’u@)]t:to
j=1

(t—to)~ P~
rl—-p—j)

3. For p,q > 0, we assume that there exists some n € N such that p,p+ ¢ € [n — 1,n], then

(4)

DPD%(t) = DPT9u(t). (5)

4. Let n — 1 < ¢ <n, n € N. We assume that both “D{ u(t) and “D{ v(t) exist, the Caputo
fractional derivative is a linear operator

Dy, (u(t) +v(t)) = “Diju(t) + “Div(t)- (6)

Lemma 1 ([20]). Let u(t) € R™ be a continuous and derivable function. Then for any time

mstant t > ty
1 C C
5 DY (u" (t)u(t)) < u”(t) x “Df u(t), Vq € (0,1) (7)

The following theorem establishes the stability of equilibrium point of the following fractional-
order system by extending the Lyapunov direct method to a fractional-order systems.

Dj,x(t) = f(t,z(t)), (8)

where ¢ € (0,1), x € R™ and ¢ represents the time.
Theorem 1.1 ([21]). If there exists a positive definite Lyapunov function V (t,x(t)) such that
DLV (t,x(t)) <0, Vt=to, (9)

then the trivial solution of system (8) is asymptotically stable.

2. Problem description

In order to construct the desired adaptive hybrid synchronization between the master and
slave systems with unknown parameters, we take the master hyperchaotic system in the form of

°Dix = f(x)+ F(z)a (10)
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and the slave hyperchaotic system in the form of

‘Diy=g(y) + G(y)B +u, (11)

where z,y € R™ are the state vectors, u € R™ is the adaptive controller, a € R™, 5 € R" are
unknown parameter vectors, f(z),g(y) € R", F'(z) € R™*™, G(y) € R"*". Next, we divide the
master and slave systems into two parts, then system (10) can be expressed as

CDgoxi = fl(l‘) + Fi(x)ozi,

e a (12)
Dijyzj = fi(x) + Fj(x)ay,
and the slave system can be described as
‘D{ yi = gi(y) + Gi(y)Bi + u, (13)
“Diyyi = 9i(y) + G;(y)B; + u.
Next, we define the synchronization error between the master and slave systems as
€ =Yi — Ti, (14)
and the anti-synchronization error between the master and slave systems as
ej =y; + ;. (15)
From the definition of complete synchronization, if lim ||e;|| = lim ||y; (¢, yo) — x:(t, zo)| = 0,
t— o0 t—o00

where 29 = (2;(0),2;(0)) and yo = (v:(0),y;(0)) are the initial conditions of the master and
slave systems, respectively, the complete synchronization between the master and slave systems

is achieved. Also, if tlim llejll = flim lly;(t, yo) + ;(t,z0)|| = 0, we get the anti-synchronization
Exde el L— 00
between the master and slave systems where ||.|| is the Euclidean norm. Our objective is to

construct an effective adaptive controller to achieve the synchronization between systems (12)
and (13).

Theorem 2.2. If the controller u(t,z,y) is selected as

filt, ) + Fy(t, 2)éi — Gi(t, y)B: — gi(t,y) — ei,
u(t,z,y) = ) 5 (16)
—fi(t,z) = F(t, )&, — G;(t,y)B5 — g;(t y) — e,
and adaptive law of parameters is chosen as
‘D &; = —[Fi(t,z)]"e;, CDg()Bi = [Gi(t,y)] e (a7
CDgodj = _[Fj(tvx)]Teﬁ CD?OBJ' = [Gj(t7y)]Tej’

then the sychronization and anti-synchronization between the master system (12) and slave sys-
tem (13) are achieved, in which the estimations of the unknown parameters o;, B;, a;, and B;
are &;, B, &;, and B;, respectively.

Proof. From equations (12), (13) and (16), the fractional-order error system can be expressed as
“Die = Filw) (a; — 65) = Gily) (B = i) + Fy(@) (0 — é;) + Gs(w) (8= Bj) —e  (18)
where e = (e;, ej)T. Now, we define the quadratic Lyapunov function by

- . 3 = 1 T~ AT~ ST . AT
Vv (%%ﬂi»%ﬁﬂmﬁj) =3 (6?62' +ejej+ 0 &+ &) a; + BB+ 5?5;‘) ) (19)
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where &; = a; — &y, &5 = o5 — @, B; = B; — Bi, Bj =03 — Bj. Obviously, V' is a positive definite
function on R™. Taking the fractional derivative of the Lyapunov function V' and using Lemma
1, we obtain

DIV < el “Die;+el °Die;+al °Df a; +al °Di a; + BF °D{. B; + BT °D{. B; =
= [~Gi(y)B; + Fi(x)a; — ei)"e; — & [Fi(x)]Te;s + 5: [Gi(y)]"eit
+ G )G + Fy(@)d; — e)7e; — ;7 [Fy (@) e; — B; [G(u)]Te; =
= (lleall® + lles11%) < 0

Hence, CDgOV is a negative definite function on R™. According to theorem 1.1, the error sys-
tem is globally asymptotically stable, i.e, tlim le]| = tlim ly(t,yo0) £ z(t,x0)|| = 0. Therefore,
—00 —00

(20)

the fractional-order slave system (13) can synchronize and anti-synchronize the fractional-order
master system (12). This completes the proof. O

3. Adaptive hybrid synchronization between two different
fractional-order hyperchaotic systems

3.1. ABM algorithm

In this paper, the numerical solution of a fractional-order system will be derived using the
Adams—Bashforth-Moulton method (ABM), which is as follows [22].
Consider a fractional-order nonlinear equation

{ °Dix(t) = f(t,x(t), 0<t<T

21
a0y =2, k=01,....m-1 21)

where z(t) = [z1(t), 22(t), . .., zn(t)]" is the state variables, z(*) (&) = bk, k=0,1,...,m—1is
the initial condition, g € (0,1) is the fractional order. The fractional differential equation (21) is
equivalent to the Volterra integral equation

n—1 k t
t 1 _
o) = S ol 5+ g7 [ =9 ate)as (22)
k=0 0
Let h=T/N, t; = jh(j =0,1,...,n), then the correction formula is defined as
tny1) = S g e M 2t e ti,xn(t;). (23
Th(tnt1) = s To + mf( n+1, T (tns1)) + m;%‘,nﬂﬂ i @a(t;)). (23)

ntt —(n—¢q)(n+1)7 for j=0,
Qg1 =
et (n—7—=2)" 4+ (n—)T™ —2(n—j+ 17 for 0<j<n

Adopting the Adams-Bashforth rule, the prediction formula is given by

(i) z “*,1 Fisztj,xh(t ), (25)
=0
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where
ha

bjn+1 = ?((n—jJrl)”—(n—j)q), 0<j<n. (26)
It should be noted that the error of this numerical method can be calculated as

e=_ max |z(t;) —xp(t;)] = o(hP), (27)
where p = min(2,1 + q).

3.2. Application

In order to simulate the proposed synchronization method, we consider two different
fractional-order hyperchaotic systems where the Lorenz 4-D hyperchaotic systems is taken as
the master system, whereas the Chen 4-D hyperchaotic system is taken as the slave system.
Furthermore, the ABM algorithm has been employed to solve numerically the fractional-order
hyperchaotic systems.

The fractional-order Lorenz hyperchaotic system is described as [23]

°Di 21 = a1(y1 — 1) +wa,
cD?oyl =cCc1r1 + Y1 — T121, (28)
°Di z1 = z1y1 — bi21,

°Di wi = —y121 + riws,
where (z1, y1, 21, wl)T is the state vector of the system, a1, b1, ¢1, and r| are constant parameters.
When the system parameters are selected as a3 = 10, by = 8/3, ¢; = 28, r; = —1, and the

fractional order as ¢ = 0.98 with the initial conditions (z1(0),y1(0), 21(0),w1(0)) = (1,1,1,1),
the system (28) exhibits hyperchaotic attractor as shown in Fig. 1. The fractional-order Chen

(@ ()

Fig. 1. Hyperchaotic attractor of the Lorenz fractional-order system: (a) in (z1,y;)-plane; (b)
in (x1,y1,21)-space

hyperchaotic system with controller is expressed as [24]

CD;IO{ZZQ = a2(y2 — £L'2) —+ w2 + Ui,

°Di y2 = cowa + kya — w220 + ug, (20)
°D{ zo = xays — bazp + us,

T
“Dy w2 = Y222 + rowe + ug,
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where (xg,y2,227w2)T is the state vector of the system, as, bo, co, k, and ro are constant pa-
rameters, u = (Ul,UQ,U3,U4)T is the controller. When the system parameters are selected as
ag = 35, b = 3, k = 12, co = 7, 79 = 0.5, and the fractional order as ¢ = 0.98 with the
initial conditions (z2(0),y2(0), 22(0), w2(0)) = (5,8, —1,—3), the system (29) without controller
(u; = 0, i = 1,2,3,4) exhibits hyperchaotic attractor as shown in Fig. 2. We define the state

Fig. 2. Hyperchaotic attractor of the Chen fractional-order system: (a) in (z2, y2)-plane; (b) in
(z2,y2, w2)-space

errors between the systems (28) and (29) as e; = 20— 1, €2 = Ya+y1, €3 = 22— 21, €4 = Wa +W1.
Thus, the error dynamics of the fractional-order systems can be determined as

‘D{ e1 = a(y2 — x2) + w2 — a1(y1 — 1) — w1 + ug,

‘D{ ea = coxy + 121 + kyo + y1 — T2z — T121 + Uz, (30)

> N4 —
“Dy es = Tays — r1y1 — beza + b121 + us,

cnN4a —
Dy eq = yoza — y121 + rawz + riwy + ug.

Our goal is to achieve adaptive hybrid synchronization between the master system (28) and the
slave system (29) by constructing a suitable controller v and parameter update law in which
limy o0 |le(t)]] = 0 with e(t) = [e1(t), ea(t), e3(t), ea(t)]”. Next, we select the adaptive control
law as

up = —ag(y2 — x2) — wo + a1 (y1 — x1) + w1 — ey,
Uy = —Cog — é101 — kya — Y1 + XT22za + X121 — €3, (31)
U3 = —Tays + T1y1 + baza — b121 — e3,
Uy = —Ya22 + Y121 — Pawa — FLwy — ey,
and we take the parameter adaptive law as
a1 = —(y1 — x1)eq, by = ze3, ¢1 = —I1€2, 1 = —wies, Kk =1yae
. : . . (32)
az = (y2 — w2)eq, by = —ze3,  Co = waen, To = waey,

where a1, 31, ¢, 71, ]Af, as, 152, ¢o, and 79 are the estimations of the unknown parameters aq, by,
c1, 11, k, az, ba, co, and ro, respectively. Combining (30) and (31), we obtain
CDfoel = aa(y2 — x2) — a1(y1 — 1) — ex,
CD?Q@Q = Cox9 + G171 + k’yQ — €2, (33)
CDfOeg = —b222 + b1z1 — e3,

¢ N
“Dj eq = Towg + T1w1 — ey,
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where (~11 :al—dh l~71 = bl—lA)l, 51 = 61—617 7:1 = 7"1—?1, /Nf = k—]%, &2 = ag—&g, ?)2 = bz—i)g,
Gy = g — Cg, T2 = T2 — T,
Theorem 3.3. The fractional-order hyperchaotic systems (28) and (29) are globally asymp-

totically synchronized and anti-synchronized using the adaptive control law (31) and parameter
update law (32) for all initial conditions.

Proof. We define the quadratic Lyapunov function as
1 . . -
V:5(eTe—FELf—kbf—kéf+Ff+k2+d§+b§+é§+f§). (34)
Taking the fractional derivative of (34) and using Lemma 1, we obtain
CD?QV < €T CDZ)G + ELl CDgudl + l~)1 CDZ)Bl + 61 CDgoél + fl CDgO’Fl + ];} CD?Q];FI»
+ @ “D{ @z + by *DY. by + & “D{L é + 72 “Df. .

(35)

From (32) and (33), the inequality in (35) can be simplified as

‘DLV < erlas(yz — x2) — ar(yr — 1) — e1] + ez[Cozo + E11 + ko — eo]+
+ e3[—bozo + b1z1 — €3] + ey[fowy + Frwy — eq] + ar[(y1 — x1)e1] + bi[—zies] + E1[—zies]+
+ 71 [—wieq] + k[—y2ea] + a2[—(y2 — x2)e1] + ba[zoes] + Ga[—xaes] + Fo[—waeq] =
= —[le]? <o,
(36)

then CDfOV is a negative definite function. Based on the stability result of Theorem 1.1, the error
system is globally asymptotically stable. Hence, the adaptive hybrid synchronization between
the systems (28) and (29) is achieved. This completes the proof. O

3.3. Numerical simulations

For the numerical simulations, the ABM algorithm has been used to solve numerically
the fractional-order hyperchaotic systems. The parameter values and initial conditions of the
fractional-order systems (28) and (29) are selected as in the hyperchaotic case, and the frac-
tional order as ¢ = 0.98. Also, the initial values of the parameter estimates are arbitrarily
taken as @, (0) = 12, by(0) = 2.6, & (0) = 30, #,(0) = —1.2, k(0) = 10, ax(0) = 34, by(0) = 4,
é2(0) = 6, and 72(0) = 0.4. Fig. 3 displays the state trajectories of the drive system (28)
and the slave system (29), whereas Fig. 4 shows the adaptive hybrid synchronization errors be-
tween the systems (28) and (29). As can be observed, the adaptive hybrid synchronization error
e(t) = [e1(t), ea(t), e3(t), e4(t)]T converges asymptotically towards zero in infinite time, then the
synchronization objective is gained.

4. Application to secure communication

Secure communication is one significant area in which chaotic synchronization may be applied
in recent years. Three strategies of chaotic communication have been used: chaos masking [25],
chaos modulation [26], and chaos shift keying [27]. In the current paper, we adopt the chaotic
masking strategy.

We apply the proposed adaptive hybrid synchronization to secure communication. Fig. 5
displays the block diagram for our communication scheme. An information sinusoidal signal
m(t) = 4sin(3nt) is added to the variable x; at the transmitter end, termed the transmitted
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Fig. 3. State trajectories of the synchronized hyperchaotic fractional-order systems (28) and (29)
with ¢ = 0.98

10

e,(t)
e,(1)

ey(t)
| e,(1)

w

e (1) e,(0) e (1), e (1)

Fig. 4. Time evolutions of the adaptive hybrid synchronization errors e;(t), ea(t), es(t), and
64(t)

signal, and encrypted as s(t) = x; + m(t). At the receiver end, the received information signal
is recovered as m(t) = s(t) — x5 by employing the desired adaptive hybrid synchronization.
Figure 6(a) shows the decrypted signal s(t), whereas Fig. 6(b) shows the original information
and recovered signals. From Fig. 6(b), it is easy to see that the recovered message signal m(t)
coincides with good precision with the original information signal m(¢) after a short transient.
Thus, the original information signal m(t) is recovered accurately.

In addition, the original information signal can be selected as an impulse signal. Then,
we add the original information signal m(t) to the variable wy at the transmitter end, termed
the transmitted signal, and encrypted as s(t) = w; + m(t). At the receiver end, the received
information signal is recovered as "(t) = s(t) + we by performing the desired adaptive hybrid
synchronization. The decrypted signal s(¢) is depicted in Fig. 7(a), whereas Fig. 7(b) shows the
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Transmitter

Hyperchaotic
System

Z1, Y1, 21, W1

Information
Signal m/(t)

Fig. 5. The block diagram of secure communication based on hyperchaotic
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Reciever

Control
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Uy, Uz, U3, Uy
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System
T2, Y2, 22, W2

s(1)

6
t
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(b)

Recovered
signal 772(t)

synchronization
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t
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Fig. 6. Results of secure communication based on adaptive hybrid synchronization. Case of
sinusoidal information signal: (a) The encrypted signal s(¢); (b) The original and recovered

information signals m(t) and 7(t)

original and decrypted signals. One can observe that the recovered message signal m(t) coincides
well with the original information signal m(¢) in sufficient time. This shows the accuracy and
effectiveness of the constructed secure communication scheme.

(a)

300 T T
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s(t), m(t)

10

10 12

Fig. 7. Results of secure communication based on adaptive hybrid synchronization. Case of
impulse information signal: (a) The encrypted signal s(¢); (b) The original and recovered infor-

mation signals m(¢) and m(t)
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5. Conclusion

In this paper, we present a robust method of synchronization of fractional-order systems.
Using the techniques of fractional calculus and Lyapunov stability theory, an effecient adaptive
controller has been designed. Our synchronization process has been illustrated via two non-
identical hyperchaotic fractional-order systems, where the 4-D Lorenz and Chen systems have
employed. In addition, the application of chaotic synchronization in secure communication has
been presented, where the information message signal can be encrypted and successfully recov-
ered at the receiver. Computer simulations in MATLAB were provided to validate the theoretical
results.

It is believed that the proposed robust synchronization scheme will contribute to the de-
velopment of the theoretical study of fractional-order hyperchaotic systems. Furthermore, the
proposed robust synchronization scheme holds potential applications in various scientific and
engineering fields such as medical image encryption, signal processing, and data analysis.
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Yiydiieane 6€30nacHOil CBI3M C NCIIOJb30BaHNEM HAJIE>KHOM

CXeMbl CHHXPOHU3AINN TUIIEPXA0TUYECKUX CHCTEM JIPOOHOTrO
nmopsiaKa

Habun Xaneue

Jlaboparopusi IPUKJIIAHON MATEMATUKN ¥ MOJIEJINPOBAHUS
VYuusepcurer 6parbes Menrtypu

Koucranruna 25000, Azxup

Taite6 Xamausu

JlaBopaTopusi MATEMATUIECKOTO MOJAETUPOBAHIS U UMUTAIIUN
Kadempa maremarukn

Yuupepcurer OparbeB Mentypu

Koncranruna 25000, Asnxup

Awnnoranusi. B nocsiesiaue rofpl B JTEpaType HPOSIBISETC OOJBINON MHTEPEC K H3YUEHUIO XaOoTU-
YEeCKHUX JUHAMUYECKUX CHCTeM. B JaHHOI cTaThbe MpejCTaBIeHa CXeMa aJalTUBHOTO YIPaBJIEHUS JIJIs
JOCTHKEHUS CHHXPOHU3AIUU MEXK/IYy ABYMsl PA3IHIHBIMUA TUIIEPXAOTUIECKAME CHCTEMAaMU JIPOOHOTO MO~
psiZiKa C HEU3BECTHBIMU IapaMerpamu. Vcmonb3ysi crporue MeTobl APOOHOTO MCUUCIIEHUS, ObLI pa3pa-
60TaH KOHTPOJIJIEp HA OCHOBE TEOPHM yCTOWIMBOCTHU JIsimyHOBa. AmanTwBHAsT THOPUIHAS CHHXPOHU3A-
s MeXKJy TurepxaoTuieckumu cucrtemamu Jloperma m Yena gpobGHOro mopsiika Oblaa paspaboTaHa
ISl MJUTIOCTPAIIMU TIOCTPOEHHOM CXeMbl CUHXpOoHU3armu. JIjis co3/annsi BBICOKON Ge30IaCHOCTH Iepe-
a9y CUTHAJIOB OBLIO BBIMIOJTHEHO MPUMEHEHNE CHHXPOHU3AIMY B 3aIUINEHHON CBsi3u. BhlIo mpoBeieHo
KOMITBIOTEPHOE MOJETUPOBAHUE JIJIsI IPOBEPKHU TEOPETUIECKUX PE3YIbTATOB, TOJYI€HHBIX B 9TOM HCCJIE-
JIOBAHUU.

KurouyeBbie cJyioBa: JpOOHBIN TOPSAHAOK, TUIIEPXAOTHYIECKAsl CUCTEMa, CHUHXPOHU3AIUs, Oe30macHas
CBA3b.
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Abstract. We consider the energy operator of four-electron systems in the impurity Hubbard model
and investigate the structure of essential spectra and discrete spectrum of the system in the first singlet
state of the system. The investigations show that there are such situation: 1) the essential spectrum of
the system in the first singlet states consists of the union of ten segments, and the discrete spectrum
of the system consists of six eigenvalues; 2) the essential spectrum of the system in the first singlet
states consists of the union of sixteen segments, and the discrete spectrum of the system consists of
ten eigenvalues; 3) the essential spectrum of the system in the first singlet states consists of the union
of nineteen segments, and the discrete spectrum of the system consists of sixteen eigenvalues; 4) the
essential spectrum of the system in the first singlet states consists of the union of four segments, and the
discrete spectrum of the system consists of two eigenvalues.

Keywords: four-electron system, impurity Hubbard model, singlet state, quintet state, triplet state,
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Introduction

The spectrum and wave functions of the system of four electrons in a crystal described by the
Hubbard Hamiltonian were studied in [1,2]. In the four-electron systems are exists a six states:
quintet state, three type triplet state, and two type singlet states. In the work [1] investigated the
spectrum and wave functions of four-electron systems in a Hubbard model in triplet states. In
the work [2]| considered the spectrum and wave functions of four-electron systems in a Hubbard
model in a quintet and singlet states.

In the work [2] proved that the essential spectrum of the system in a quintet state purely
continuous and consists of the segment [4A — 8 Bv,4A 4+ 8 Bv], and the four-electron bound state
or four-electron antibound state is absent.

Naturally, the question arises, if we consider four-electron system in the Impurity Hubbard
model, then how can the spectrum of the system change? And actually this, led us to consider the
following task. In addition, the intense development of the physics of the film state and also the

*sadullatashpulatov@yandex.com https://orcid.org/0000-0002-7744-0085
Ttogaymurodota@gmail.com
(© Siberian Federal University. All rights reserved
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use of films in different areas of physics and technology underlie the great interest in studying
local impurity states magnets. Therefore, it is important to study the spectral properties of
electron systems in the impurity Hubbard model. The structure of essential spectra and discrete
spectrum of two-electron systems in the impurity Hubbard model in the singlet state were studied
in the work S. Tashpulatov [3,4].

1. Four-electron systems in the impurity Hubbard model.
First singlet state

Here, we consider the energy operator of four-electron systems in the Impurity Hubbard
model and investigate the structure of the essential spectrum and discrete spectra of the system
for first singlet state. The Hamiltonian of the chosen model has the form

H= Az:otm,yamW + B Z am,yaerTV —i—UZa TamTa 10m, T+
m,T,y (1)
AO - Z ag a0,y + (Bo — B) Z(a(—;vafﬁ +af ao) + (U — U)a(—)%aO,Ta(J)uaO,i'
Ty
Here, A (Ap) is the electron energy at a regular (impurity) lattice site; B (By) is the transfer in-
tegral between electrons (between electron and impurity) in a neighboring sites (for convenience,
we assume that B > 0 and By > 0), 7 = +e; for j = 1,2,...,v, where e; are unit mutually
orthogonal vectors, i.e. the summation is over the nearest neighbors, U (Up) is the parameter
of the on-site Coulomb interaction of two electrons, correspondingly in the regular (impurity)
lattice site; v is the spin index,y =1 or v =], T or | denote the spin values 3 or —g and a;f,
and a,, , are the respective electron creation and annihilation operators at a site m € Z%.
The four-electron first singlet state corresponds four electron bound states (or antibound
states) to the basis functions: 152 gt = ;Ta;r,ra:lajypo. The subspace 'H?, corresponding to
the four-electron first binglet state is the set of all vector’s of the form:

o=y ) f,q,rt)'s) ,p, [ € 15°, where 1$° is the subspace of antisymmetric functions
p,q,TtELY

in lg((ZV)4).

In the four-electron systems exists quintet state, two type singlet states, and three type triplet
states.

Hamiltonian (1) commutes with all components of the total spin operator S = (ST, 57, 5%),
and the structure of eigenfunctions and eigenvalues of the system therefore depends on S.

The Hamiltonian H acts in the antisymmetric Fock space Hqs. Let o be the vacuum vector
in the space H,s. The four-electron first singlet state corresponds to the free motion of four
electrons over the lattice, and their interactions. _

We denote by ! H? the restriction of the operator H to the subspace !H?. We call the operator
LH? the four-electron first singlet state operator.

Theorem 1. The subspace 1@2 is invariant under the operator H, and the operator *H? is a

bounded self-adjoint operator. It gemerates a bounded self-adjoint operator 1H§, acting in the
space 15° as

0
YW =4Af(pqr ) + BY [flo+Tqmt) + fp.g+ T t) + f(p.gr+ 70+
+ f(p7 q,T, t+ T)] + U((Spw + 5p,tT+ 5q,r + 6q7t)f(p7 q,T, t) + (AO - A)((SZLO + 611,0 + 57"70 + 6t,0)x
X f(p,q,m,t) + (Bo = B) Y [6p0f(7.q,7,t) + Sq.0f (0,77, t) + 6r0f (0@, 7 8) + 1.0 (9, g, 7) +

+ 00,2 f(0,q,7,t) + 64+ f(p,0,7,) + 67~ f (P, 4,0, 1) + 0¢ 1 f (P, q,7,0)] +
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+ (UO - U)[(Sp,r(sp,o + 5q,r6q,0 + 6p,t5p,0 + 5q,t6q,0}f(p7 q,7, t)? (2)

where 0y, ; is the Kronecker symbol. The operator LHO, acts on a vector 190 €! ﬁg as

—0
1H2 177[}2 = Z (1Hsf)(paQ7r7t) 1827(177";75' (3)
p,q,7,t

Proof. We act with the Hamiltonian H on vectors ¢ € 17:22 using the standard anti-
commutation relations between electron creation and annihilation operators at lattice sites,
{amma;ﬁ} = 0mnly,8, {m~,anp} = {a;ﬂ,a;ﬂ} = 6, and also take into account that

amypo = 0, where ¢ is the zero element of 1ﬁ2. This yields the statement of the theorem.
O

Lemma 1. The spectra of the operators 'HY and 1FS coincide.

Proof. The proof follows by using the Weyl criterion (see [5], chapter VII, pp. 262-263).
We let F denote the Fourier transform: F : l3((Z¥)*) — La((T%)*) = 'H?, where T" is the
v-dimensional torus endowed with the normalized Lebesgue measure dA, A(T") = 1.

We set 1H O=F IFS}" ~1. In the quasimomentum representation, the operator IFS acts in
the Hilbert space L3*((T")*), where L$* is the subspace of antisymmetric functions in Ly ((T%)*).
O

Theorem 2. The Fourier transform of operator 1?2 is an bounded self-adjoint operator lﬁg =
F IFS F~1, acting in the space *HO by the formula

(CHO Y, v, 0) = {4A +2B Z[cos i + €os p; + cosy; + cos Qi]}x
i=1

X f(M p1,7,0) + U f(s,u,A+v—s,n>ds+U f(t,u,wwft)cm

U [ Fnentn - §9d§+U/ FOum i+ - n)d77+61[ £ (5,17, 0)ds+
[t [ oane o [ i) +2e [ S leosa ot eossx

V=1

X Fls.m.00ds + 222 [ > eosp + costilF(h 7 0)dt + 225 / > foos + costi}x
X f(A,u,é,ﬂ)dé“Jr?E?/ ZCOS@ +cosni f(\, 17,1 )d?7+€3[/ f(s €, O)dsde+

/ fAtgedtngr/ fs,u'yndsdn—i—/ f)\tge)dtdg] (4)
v JTv v JTv

where ey = Ag — A, e9 = By — B and e3 = Uy — U.

The prove Theorem 2, the Fourier transform of (2) should be considered directly.
Using tensor products of Hilbert spaces and tensor products of operators in Hilbert spaces [6],
we can verify that the operator ' H§ can be represented in the form

1fI§:{Hl®I+I®Hl—2U/ fs)\—&-v—sds}@ Q1+
+I®I®{ﬁ1®1+1®ﬁl+w f(t, >\+0—t)dt+2€2/ ftg)dtdg} (5)
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where
(fllf) \) = {A +2B Z[COS il }f()\) +e1 F(s)ds + 2e4 Z / [cos \; + cos s; f(s)ds
i=1 e i=1 7T

is the energy operator of one-electron systems in the impurity Hubbard model.

It can be seen from formula (5) that the spectral properties of four-electron systems in the
impurity Hubbard model in the first singlet state are closely related to those of its one-electron
subsystems in the impurity Hubbard model. Therefore, we first study the spectrum and localized
impurity states of one-electron systems.

The use films in various areas of physics and technology arouses great interest in studying
a localized impurity state (LIS) of magnet. Therefore, it is important to study the spectral
properties of electron systems in the impurity Hubbard model.

2. One-electron systems in the impurity Hubbard Model.

The Hamiltonian of one-electron systems in the impurity Hubbard model has the form:

=AY 0 4B Y et

m,y m, T,y (6)
+(A0_A) Z ag_,'yaoﬂ’ + (BO - B) Z(a’g:'ya‘ﬂ“f + ai’yaoﬁ)’
Y T

here A (Ap) is the electron energy at a regular (impurity) lattice site; B > 0 (Bg > 0) is
the transfer integral between electrons (between electron and impurity) in a neighboring sites,
T = +e;,j = 1,2,...,v, where e; are unit mutually orthogonal vectors, which means that

summation is taken over the nearest neighbors; 7 is the spin index, v =1 or v =/, 1 and |
denote the spin values 5 and 3 and af,w and a,  are the respective electron creation and
annihilation operators at a site m € Z¥.
We let H; denote the Hilbert space spanned by the vectors in the form x = 3 a;’Tcpo. It is
P

called the space of one-electron states of the operator H. The space H; is invariant with respect
to action of the operator H. Denote by Hy = H|, the restriction of H to the subspace H;.

As in the proof of Theorem 1, using the standard anticommutation relations between electron
creation and annihilation operators at lattice sites, we get the following

Theorem 3. The subspace H1 is invariant with respect to the action of the operator H, and the
restriction Hy is a linear bounded self-adjoint operator, acting in Hi as

Hix = Z(ﬁlf)(p)a;iﬁﬁm X € Hi, (7)

where Hy is a linear bounded self-adjoint operator acting in the space lo as

(Hif)(p) = Af(P)+ BY_ f(p+T) + 21650/ (p) + 2 Y (8p-f(0) + 8p0f (7)), (8)

where e = Ag — A, e9 = By — B and e3 = Uy — U.
Lemma 2. The spectra of the operators Hy and Hy coincide.

The proof of Lemma 2 is the same as the proof of the Lemma 1.

As in Section 1 denote by F : 13(Z¥) — Lo(T") = Hi the Fourier transform. Setting
.F~Il = FHF ! we get that the operator H; acts in the Hilbert space Lo(T").

Using the equality (11) and properties of the Fourier transform we have the following
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Theorem 4. The operator Ig} acting in the space 7:21 as

(H1f)(M) = [A+ZB;cosm} f(w) +e1 /TV f(s)ds+ .
+252/V Z[COS/M +coss;|f(s)ds, = (1, ptn), 8= (S1,...,8,) € T".

In these formula e1 = Ag — A, eo = By — B and e3 = Uy — U.

It is clear that the continuous spectrum of operator H is independent of the numbers &
and €2, and is equal to segment [m,,M,] = [A — 2Bv, A + 2Bv], where m, = mlTn h(x),
M, = max h(z) (here h(z) = A+ 2B Y cos;).

xel”

=1

Denote via
€1+ 2e9 Z 1 COS 8; / cos s;dsy ...ds,

A(z) = (1 dsy...ds, ) (1 i -
(2) ( +/TVA+2BZ-_1COSSZ—Z o1 * v v A+2B)  jcoss; —z
7252u/ cos s;[e1 + 262 Y oy COS 8] ds, ... dsl,/ dsy = ds, '

v A+2BY 7 coss;—z v A+2BY  _ coss;—z

Lemma 3. If a real number z ¢ [m,,, M, ] then z is an eigenvalue of the operator PNI1 if and only
if A(2) =0
Proof. The equation for eigenvalues is an integral equation with a degenerate kernel. Therefore,

it is equivalent to a system of linear homogeneous algebraic equations. It is known that a system
of linear homogeneous algebraic equations has a nontrivial solutions if and only if the determinant

of the system is equal to zero. Taking into account that the function h(s1, sa, ..., s,) is symmetric
with respect to s; and s; and performing the corresponding transformations, we find that the
determinant of the system has the form A, (z) = 0. O

In the work’s [3,4] well described of the exchange of the spectrum of operator H 1 in the cases
v =1 and v = 3. Here we use the results of these theorems.
In the three-dimensional case, the integral

d$1d52d$3 d81d52d53
T3 3 + COS 81 + €O0S 53 + COs Sa T3 3 — COS §] — COS §3 — COS S2

W
have the finite value, equal to —. Expressing these integral via Watson integral [7]

dxdyd
W= —= / / / 3 rayaz ~ 1.516, and taking into account, what the
m —mJ - J -7

— COSX — COSY — COS 2
measure is normalized, we have, that J(z) = dsidsadss = K
s A+2BY " coss;—z 6B

From obtaining results is obviously, that the spectrum of operator H, is consists from con-
tinuous spectrum and no more than two eigenvalues.

The spectrum of the operator A I + I Q) B, where A and B are densely defined bounded
linear operators, was studied in [8,9]. Explicit formulas were given there that express the essential
spectrum o.ss (A Q) I+ 1 Q) B) and discrete spectrum og;s.(AQ I+ 1) B) of operator A Q) I+
I @ B in terms of the spectrum o(A) and the discrete spectrum o4;5.(A) of A and in terms of
the spectrum o(B) and the discrete spectrum o4;s.(B) of B :

Odisc A®I+ I®B - {U \Uess( ) + U(B)\Uess(B)}\{(UCSS(A)+
+0(B))U(0(A) + 0ess(B))},

(10)
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and

ess(AQQYT + 1 (R) B) = (0cs(A) + 0(B)) U (0(A) + 0ess(B)). (11)

It is clear that c(AQT+IQ B)={ \+pu:A€a(A),u€a(B)}.
It can be seen from representatlon (5) that we must first 1nvestlgate the spectra of operators
H, = H1®I—|—I®H1—2Uf F(s, A+ p—s)ds and Hs = H1®I+I®H1+2Uf Fls, A+

p—s)ds+2e3 [ [ f(s,t) dsdt.
Tv Tv

3. Structure of the essential spectrum and discrete
spectrum of operator ' H?

Consequently, the operator represented of the form

YA = Hy R IR 1 +1(R) 1) Hs. (12)
From the beginning, we consider the operator H(U)=H, ®I+I®.F~Il—2Uff(s, A+ p—s)ds.
TV

Since, the family of the operators H(U) are the family of bounded operators, that the H(U)
are the family of bounded operator valued analytical functions. Therefore, in these family, one
can the apply the Kato—Rellix theorem.

Theorem 5 (Kato—Rellix theorem [6]). Let T'(3) is the analytical family in the terms of Kato.
Let Ey is a nondegenerate eigenvalue of T(Bo). Then as 3, near to By, the exist exactly one point
E(B) € o(T(B)) the near Ey and this point is isolated and nondegenerated. E(B) is an analytical
function of B8 as B, the near to By, and exist the analytical eigenvector Q(B) as B the near to Py.
If the as real B — By the operator T'(B) is a self-adjoint operator, then Q(B) can selected thus,
that it will be normalized of real 5 — By.

Since, the operator ﬁl RQI+1 ®ﬁ1 has a nondegenerate eigenvalue, such as, the near
of eigenvalue 2z, of the operator H; RI+ I®I§'1, the operator IA{T(U) as U, near Uy = 0,
has a exactly one ecigenvalue E(U) € o(H(U)) the near 2z and this point is isolated and
nondegenerated. The E(U) is a analytical function of U as U, the near to Uy = 0.

As the large values the existence no more one additional eigenvalue of the operator H (U) is
following from the same, what the perturbation (Klf)(/\,u) = —=2U [ f(s,A+ p — s)ds is the

one-dimensional operator, for a fixed value of the total quasimomentum of two electrons. This
additional eigenvalue of operator Hy we will denote by 2z3. _
A new we consider the family of operators H(ez) = H(U) + 2U [ f(s,\ + p — s)ds +
TV

25 [ ff t)dsdt.

T T

As, the operator H (U) has a nondegenerate eigenvalue, consequently, the near of eigenvalue
E(U) the operator H(U), operator H(e3) as e3, the near of 3 = 0, has a exactly one eigenvalue
E(es) € o(H(es)) the near E(U) and this point is the isolated and nondegenerated. The E(e3)
is a analytical function of €3, as 3, the near to e3 = 0.

Later on via z4, and z5 we denote the additional eigenvalues of operator H 3.

Now, using the obtained results (Theorem 8 and 9 in the work [3]) and representation (5)
and (12), we describe the structure of the essential spectrum and discrete spectrum of the oper-
ator 'HY.
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Theorem 6. Let v =1. Then

A) If e = —B and g1 < —2B (respectively, o = —B and €1 > 2B), then the essential
spectrum of the operator 1?12 consists of the union of ten segments: oess(lﬁg) =[4A—8B,4A+
8B]U[3A - 6B+ 2,3A+ 6B+ z] U[2A — 4B + 22,2A+ 4B + 22]U[A - 2B + 3z,A + 2B +
32]U2A - 4B+ 23,2A+ 4B+ 23] U[A— 2B+ 2+ 23, A+ 2B+ 2z + 23] U[2A — 4B + 24, 2A +
AB+ z|U[A—2B+ 2+ 24, A+ 2B+ 2+ 24] U[2A — 4B + 25,2A+ 4B + z5|U[A— 2B + z +
z5, A+ 2B + z + z5] and the discrete spectrum of the operator 1?13 consists of six eigenvalues:
Udisc(lflg) ={4z2,22 + 23,22 + 24,22 + 25, 23 + 24, 23 + 25}, where z = A+ &1 and z3 and z4 and
z5 are the additional eigenvalues of the operator Hs and ﬁg, respectively.

B) If ea = —2B or ey =0 and g1 < 0 (respectively, ea = —2B or es =0 and &1 > 0), then
the essential spectrum of the operator 1]§2 consists of the union of ten segments: am(lﬁg) =
[4A —8B,4A +8B]U[3A - 6B+ 2,3A+ 6B + z] U[2A —4B 4+ 22,2A+ 4B + 2z] U[A — 2B +
32,A+ 2B+ 32| U[2A —4B + 23,2A +4B + 23] U[A — 2B+ 2z + 23, A+ 2B + z + 23] U [2A —
4B + 24,2A + 4B 4+ 24)U[A = 2B + 2 + 24, A+ 2B + 2z + 24| U [2A — 4B + 25,2A 4+ 4B + 25| U
[2A — 4B + z + z5,2A 4+ 4B + z + z5] and discrete spectrum of the operator 1ﬁ2 consists of six
eigenvalues: Udigc(lﬁg) = {42,224 23,224 24,22+ 25, 23+ 24, 23+ 25}, where z = A—\/4B? + ¢3
(respectively, z = A+ \/4B? +&2).

C)Ife; =0andey >0 orey =0 and ea < —2B, then the essential spectrum of the operator
VHO consists of the union of sizteen segments: 0oss(H?) = [AA — 8B,4A + 8B] U [3A — 6B +
21,3A+ 6B+ z1|U[BA— 6B+ 22,34+ 6B + 23] U[2A — 4B+ 221,2A4+ 4B + 2] U[2A — 4B +
229,2A+ 4B+ 22]U[A—2B+32;, A+ 2B+ 32| U[A—2B + 325, A4+ 2B+ 323] U[2A — 4B +
24,2A+ 4B + 2] U[2A — 4B + 25,2A+ 4B+ z5] U[A — 2B 4+ 21 + 24, A+ 2B + 21 + 24] U[A —
2B+ 2z + 25, A+ 2B+ 21+ 25| U[A— 2B+ 20+ 24, A+ 2B+ 20 + 24| U[A — 2B + 20 + 25, A +
2o+ 23, A+ 2B + 25 + 23], and discrete spectrum of the operator IPNIE consists of ten eigenvalues:
Jdisc(lﬁg) = {421,221 + 24,221 + 25,429,229 + 24,220 + 25,221 + 23,222 + 23,23 + 24,23 + 25},

N 2BE B 2BE _(B+e)?
where 21 = A_\/ﬁ and z3 = A—l—\/ﬁ and E =2t 2Be

D) Ife = 5 ) (respectively, e1 = — 5

the operator HO consists of the union of ten segments: ess(*H?) = [AA —8B,4A+8B] U[3A —

6B+72,3A4+6B+2|U[2A—4B+22,2A+4B+22]U[2A—4B+24,2A+4B+24)U[2A—4B+z5,2A+

4B+ 25|U[A—2B+32,A+2B+32|U[2A—4B +23,2A+4B+ 23] U[A—2B+ 2+ 23, A+2B+ 2 +

23|U[2A—4B+24,2A+ 4B+ 24)JU[A— 2B+ 2+ 24, A+ 2B+ 2+ z4], and discrete spectrum of the

operator 1?12 consists of six eigenvalues: adisc(lflg) = {42,224 23,224 24,22+ 25, 23+ 24, 23+ 25 },
2 2 2

% (respectively, z =A — %} and E :5(5_:7;;)52'

2 2
E) If e > 0 and &, >@ (respectively, eo < —2B and &, >@

the essential spectrum of the operator 1]§2 consists of the union of ten segments: aess(lﬁg) =

[4A —8B,4A+8BJU[3A— 6B+ 2,3A+ 6B+ 2] U[2A— 4B +22,2A+4B + 22]U[2A — 4B +

24,2A+4B + 24) U[2A — 4B + 25,2A+ 4B + 25|U[A — 2B + 32, A+ 2B+ 32]U[2A —4B + z +

24,2A+4B+2+24|U2A— 4B+ 2+ 25, 2A+ 4B+ 2+ 25)U[2A—4B + 23, 2A+ 4B + 23] U[A— 2B+

z+ 23, A+ 2B + z + 23], and discrete spectrum of the operator 11?50 consists of six eigenvalues:

2B(a+ EVE? —1+a?)
E?2 -1

), then the essential spectrum of

where z =A +

), then

Udisc(lflg) = {42,224 24,224 25,22+ 23, 23+ 24, 23 + 25 }, where z =A+

(B + e2)?
53 + 2Bes

F)Ifea >0 and e < —

and E = and the real number o > 1.

2
@ (respectively, e; < —2B and €1 < *@)’ then
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the essential spectrum of the operator 1?[2 consists of the union of ten segments: aess(lﬁg) =
[4A—-8B,4A+8BJU[BA— 6B+ 2,3A4+ 6B+ 2]U[2A— 4B +22,2A+4B + 22]U[2A — 4B +
24,2A+ 4B+ 24| U[2A — 4B+ 25,2A+ 4B+ z5|U[A — 2B+ 32,A+ 2B+ 32|U[2A— 4B+ z +
24, 2A+4B+2+24)|U2A— 4B+ 2+ 25,2A+ 4B+ 2+ 25)U[2A—4B + 23, 2A+ 4B+ 23] U[A— 2B+
2+ 23, A+ 2B + 2 + z3], and discrete spectrum of the operator *H? consists of siz eigenvalues:

~ VEZ —1+a2
Ogisc(P1HO) = {42,22 + 24,22 + 25,22 + 23, 23 + 24, 23 + 25}, where z = A— 2B(a+ EEzli : 1+0?)
(B + €2)*
8% + 2Bes

K)Ifea>0and0<e; <

and E = and the real number o > 1.

2 2
@ (respectively, ea < —2B and 0 < &1 <2(ELBZBSQ),
then the essential spectrum of the operator 1?[2 consists of the union of nineteen segments:
Oess(PHO) = [AA —8B,4A +8B]U[3A — 6B + 21,3A + 6B + 2] U [3A — 6B + 29, 3A + 6B + 23] U
[2A—4B+221,2A+4B+22|U[2A—4B+229,2A+4B+22|U[2A—4B+ 21 + 29, 2A+4B+ 2 +
29]|U[A—2B+321, A+2B+32]U[A—2B+329, A+ 2B+32]U[A—2B+22; + 29, A+ 2B +22; +
29| U[A—2B+21+229, A+ 2B+ 21 +229|U[2A— 4B+ 23, 2A+ 4B+ 23| U[2A— 4B+ 24,2A+4B+
24|U[A—2B+21+23, A+2B+21+23|U[A—2B+ 21+ 24, A+2B+ 21+ 24)U[A—2B+ 25+ 23, A+
2B+ 29+ 23)|U[A—2B+ 29+ 24, A+ 2B+ 20+ 24]U[2A— 4B+ z5,2A+ 4B+ z5]U[A— 2B+ 2z +
25, A+ 2B+ 21+ 25)|U[A— 2B+ 29+ 25, A+ 2B + 22 + z5], and discrete spectrum of the operator
1ﬁg consists of sizteen eigenvalues: Udisc(lﬁg) = {421,321 + 22,221 + 229,21 + 329,422,221 +
23,21+ 20+ 23, 220+ 23, 221 + 24, 220 + 24, 21 + 22+ 24, 221 + 25, 21 + 22+ 25, 222+ 25, 23+ 24, 23+ 25},
2B(a+ EVE? — 1+ a?) 2B(a — EVE? — 1+ a?) (B +€2)?

and E =—5——"—
E?2—1 E?2 -1 €2 + 2Bes

and the real number 0 < o < 1.
(€3 + 2Bes) (€3 + 2Bes)

M) If e3>0 and _2 B <e1 < 0 (respectively, e <—2B and 2 5
then the essential spectrum of the operator 1?[2 consists of the union of nineteen segments:
aess(lﬁg) =[4A—-8B,4A+8BJU[3BA—6B+ 21,34+ 6B+ 2z1]U[3A — 6B + 29,3A+ 6B + 23] U
[2A—4B+221,2A+4B+22|U[2A—4B+229,2A4+4B+22|U[2A—4B+ 21+ 29,2A+4B+ 2z +
22] U [A—QB+321, A+2B+3Zl] U [A—2B+3ZQ, A+2B+322] U [A—QB+221 +ZQ, A+2B+2Zl +
20)U[A—2B+21+229, A+ 2B+ 21 +220)U[2A— 4B+ 23,2A+ 4B+ 23|U[2A— 4B+ 24,2A+4B+
24)|U[A=2B+2z1+23, A+2B+21+23|U[A—2B+ 21+ 24, A+2B+ 21+ 24)JU[A—2B+ 25+ 23, A+
2B+ zo+ 23| U[A—2B+ 20+ 24, A+ 2B+ 20+ 24| U2A— 4B+ 25,2A+ 4B+ 25| U[A— 2B+ 2z +
25, A+ 2B+ 21 + 25| U[A — 2B + 29 + 25, A+ 2B + 25 + 25], and discrete spectrum of the operator
1[?2 consists of sizteen eigenvalues: Udisc(ll:jg) = {421,321 + 29,221 + 229,21 + 329,429,221 +
23,21+ 22+ 23, 220+ 23, 221 + 24, 220 + 24, 21 + 22+ 24, 221 + 25, 21 + 22+ 25, 220 + 25, 23+ 24, 23+ 25},
2B(a+ EVE? — 1+ a?) 2B(a — EVE?Z =1+ a?) and E — (B +¢e2)?

E?2 -1 E?2 -1 €2 + 2Bes
and the real number 0 < a < 1. B

N) If —2B < g9 < 0, then the essential spectrum of the operator 'H? consists of the union
of four segments: ooes(\H®) = [AA — 8B, 4A + 8B U [2A — 4B + 23,2A + 4B + 23] U[2A — 4B +
24,2A + 4B + z4) U [2A — 4B + z5,2A + 4B + z5], and discrete spectrum of the operator 11?{50
consists of two eigenvalues: o gise(PH®) = {23 + 24, 23 + 25}

where z1 = A+ and 79 = A+

<eé1 <0),

where z1 = A+ and z9 = A+

Proof. A). From the representation (5), (12) and the formulas (10) and (11), and the Theorem 8
in the work [3], follow the in one-dimensional case, the continuous spectrum of the operator H,
consists Ucont(ﬁ 1) = [A—2B, A+ 2B], and the discrete spectrum of the operator H, consists of
unique eigenvalue z = A+e1. Therefore, the essential spectrum of the operators H 1RI+IQ H,
consists from segments [2A —4B,2A +4B], and [A — 2B + z, A+ 2B + z|. Discrete spectrum of
operator Hy ® I + I Q) H; is consists of cigenvalue 2z. The operator Hy = Hy QI + I Q Hy —
2U f f(s, A — s)ds, where A = A+ i, has additional eigenvalue z3, and operator ﬁ; = fIl RI+
T
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TQ H 42U [ f(s,A—s)ds+2e5 [ [ f(s,t)dsdt has additional eigenvalues z; and zs. It follows
v T TV

that the essential spectrum of operator 7] 9 consists of the union of ten segments and discrete

spectrum of operator 1ﬁ12 consists of six eigenvalues. These give the proof statement A) of the

Theorem 6.

B) In this case the operator H; has a one eigenvalue z1, lying the outside of the continuous
spectrum of operator H. Therefore, the essential spectrum of the operators H; RI+IQ H,
consists of the union of two segments and discrete spectrum of the operator Hy @ I + I Q H;
consists of single point. These give the statement B) of the Theorem 6. These give the proof
statement B) of the Theorem 6. |

The next theorems is described the structure of essential spectrum of the operator *H? in
the three-dimensional case.

Theorem 7. Let v = 3. Then

A) 1. Ifea = —B and g1 < —6B (respectively, e = —B and 1 > 6B), then the essential
spectrum of the operator 1PNIE consists of the union of ten segments: aess(lﬁg) =[4A—-24B,4A+
24B)JU[3A—18B+2,3A+18B+z]U[2A—12B+22,2A+12B+22]U[A— 6B+ 3z, A+ 6B +
32]U2A—12B + 23,2A+ 12B+ 23] U[A— 6B + 2+ 23, A+ 6B+ 2z + 23] U[2A — 12B + 24, 2A +
12B + 23] U[2A — 12B + 25,2A + 12B + z5] U[A — 6B 4+ 2 + 24, A+ 6B + 2z + z4] U[A — 6B +
z+4 25, A+ 6B+ z + z5], and discrete spectrum of the operator 11?;? consists of siz eigenvalues:
Udisc(lflg) ={4z2,22 + 23,22 + 24,22 + 25,25 + 24, 23 + 25}, where z = A+ €1, z3 and z4 and z5
are the eigenvalues of the operators H, and Hj.

2. If eg = —B and —6B < €1 < —2B (respectively, e = —B and 2B < 1 < 6B), then
the essential spectrum of the operator 1[?2 consists of the union of four segments: oess(lﬁg) =
[4A—24B,4A+24B]JU[2A —12B + 25,2A+ 12B + 23] U[2A — 12B 4 24,2A + 12B + z4] U[2A —
12B + z5,2A+ 12B + 25|, and discrete spectrum of the operator lﬁg consists of two eigenvalues:
Gaise("H?) = {23 + 24, 23 + 25}

B) Ifeo = —2B orey =0, and g1 <0, 1 < 7% (respectively, e = —2B or g9 = 0, and

€1 >0, e1 2%), then the essential spectrum of the operator 1[?2 consists of the union of ten
segments: aess(lﬁg) =[4A —24B,4A+24BJU[3A — 18B + 21,3A + 18B + 1] U [2A — 12B +
221,2A+12B + 22 JU[A— 6B + 321, A+ 6B + 321] U [2A — 12B + 23,2A + 12B + z3] U [A —
6B+ 21 + 23, A+ 6B+ 21 + 23] U[2A — 12B + 24,2A + 12B + 23] U [2A — 12B + 25,2A + 12B +
25| U[A—6B+ 21 + 24, A+ 6B+ 21 + 24] U[A— 6B + 21 + 25, A+ 6B + 21 + z5] (respectively,
ess(VHO) = [AA—24B,4A+24B|U[3A — 18B + 23, 3A+ 18B + 25] U[2A — 12B + 229, 2A + 12B +
229]U[A—6B+329, A+6B+322)U[2A—12B+23,2A4+12B+23|U[A— 6B+ 22+ 23, A+ 6B+ 22+
23]U[2A—12B +24,2A+12B 4 24]U[2A—12B 4 25,2A+12B+ 25]U[A— 6B + 22+ 24, A+ 6B +
zo+ 24| U[A—6B+ 22+ 25, A+ 6B+ 20+ z5] ), and discrete spectrum of the operator 1}72 consists
of sixz eigenvalues: Udisc(lflg) = {421,221 + 23,221 + 24,221 + 25,23 + 24,23 + 25} (respectively,
Udisc(lflg) = {422,222 + 23,220 + 24,222 + 25, 23 + 24, 23 + 25} ), where z1 (respectively, z2) are
the eigenvalue of operator H,.

If —% <e1 <0 (respectively, 0 < &1 g%), then the essential spectrum of the operator 1]}9
consists of the union of four segments: Jess(lﬁg) =[4A—-24B,4A+24B]U[2A—12B + z3,2A+
12B+23]U[2A—12B 4 24,2A 4+ 12B + 24] U[2A — 12B + 25, 2A+ 12B + z5|, and discrete spectrum
of the operator HO consists of two eigenvalue: ogise(PH®) = {23 + 24, 23 + 25}

C) Ifer = 0 and g2 > 0, E < W (respectively, e1 = 0 and e2 < —2B,E < W), then
the essential spectrum of the operator lﬁfg consists of the union of ten segments: aegs(lﬁg) =
[4A—24B,4A+24B)U[3A—18B+72,3A+18B+2)U[2A—12B+22, 2A+12B+22]U[A—6B+32, A+

- 563 —



Sadulla M. Tashpulatov, Rukhsat T.Parmanova Four-electron First Singlet State. ..

6B8+32]U[2A—12B+23,2A4+12B+23]U[A—6B+2+423, A+6B+2+23]U[2A—12B+24,2A+12B+
24)U[2A—12B+25,2A+12B+25|U[A—6B+2+24, A+6B+2+4 24 |U[A—6B+2z+25, A+6B+2+25]
(respectively, oess(*HO) = [4A — 24B,4A 4+ 24B] U [3A — 18B 4 2,3A + 18B + 2] U[2A — 12B +
2Z,2A+12B+2Z]U[A—6B+3z, A+ 6B +3z]U[2A—12B + 23,2A+ 12B + 23] U[A— 6B+ Z +
23, A+ 6B + 7+ 23] U [24 — 12B + 24,2A + 12B + 24 U[24 — 12B + 25,2A + 12B + 23] U [A —
6B+Z+24,A+6B+Z+ 24 U[A—6B+Z+ 25, A+6B+Z+ z5]), and discrete spectrum of the
operator 11?2 consists of siz eigenvalues: Jdisc(lﬁg) = {42,224 23,22+ 24,22+ 25,23+ 24, 23+ 25 }
(respectively, adisc(lﬁg) = {4z,2Z+ 23,22+ 24,22+ 25, 23+ 24, 23+ 25 } ), where z (respectively, Z),
(B +¢e2)?
E% + 2Bes
€1 =0 and eg < —2B,E > W), then the essential spectrum of the operator 1[?{2 consists of a
union of four segments: oogs(\H®) = [AA — 24B,4A + 24B] U [2A — 12B + 23,2A + 12B + 23] U
[2A — 12B + 24,2A + 12B + 2z4] U [2A — 12B + 25,2A + 12B + 25| and discrete spectrum of the
operator 2H} consists of two eigenvalues: oqise(*H®) = {23 + 24, 23 + 25 }.

2 2
D) If &1 :@ and E <§W (respectively, 1 = —%

the essential spectrum of the operator 11?{2 consists of the union of ten segments: Uess(lﬁg) =
[4A—24B,4A+24B)U[3A—18B+z,3A+18B+2|U[2A—12B+2z, 2A+12B+22)U[A—6B+3z, A+
6B+32]U[2A—12B+23,2A+12B+23]U[A—6B+ 2423, A+6B+2+23]U[2A—12B+24,2A+12B+
24]U[A—6B+2+24, A+6B+2+24]U[2A—12B+25,2A+12B+25]U[A— 6B+ 2+ 25, A+ 6B+ 2+ 25]
(respectively, oess(*H?) = [4A — 24B,4A 4+ 24B] U [3A —18B 4+ 2,3A + 18B + 2] U[24 — 12B +
92,24 +12B + 23| U[A — 6B + 3%, A+ 6B + 32| U[2A — 12B + 23, 2A + 12B + 23] U[A — 6B + 5 +
23, A+ 6B +Z + 23| U[2A — 12B + 24, 2A+ 12B + 2] U[A— 6B+ Z + 24, A+ 6B + 7+ 24] U[24 —
12B 4 25,2A+ 12B + 25)| U[2A — 12B+ Z + 25,2A 4+ 12B + Z + z5] ), and discrete spectrum of the
operator 1?[2 consists of six eigenvalues: odisc(lﬁg) = {42,224 25,22+ 24,224 25, 23+ 24, 23+ 25}
(respectively, adisc(lﬁg) ={42,2Z + 25,22 + 24,22 + 25, 23 + 24, 23 + 25} ), where z (respectively,
Z) is the eigenvalue of operator H;.

2
E) If o > 0 and &, >M

B
2 ~
>@ and E < (1+%)W}, then the essential spectrum of the operator H? consists

of the union of ten segments: oss(\H?) = [AA—24B,4A+24B|U[3A—18B+2,3A+18B+2]U
[2A—12B+221,2A4+12B+22|U[A—6B+321, A+6B+321|U[2A—12B+23,2A+12B+z3|U[A—
6B+21+23, A+6B+21+23]U[2A—12B+24, 2A412B+24|U[A—6B+21 424, A+6B+21 +24]U[2A—
12B+25,2A+12B+25|U[A—6B+ 21 + 25, A+ 6B+ 21 + 25|, and discrete spectrum of the operator
1[?{2 consists of siz eigenvalues: adisc(lﬁg) = {421,221 + 23,221 + 24,221 + 25,23 + 24,23 + 25},
where z1 is the eigenvalue of operator I;H.

2
F)Ifes > 0 and & < —22125¢2)

B
2 ~
g1 < _2ea +2Ber) and E < (1+ %)W), then the essential spectrum of the operator ' H? consists

of the union of ten segments: oss(*H®) = [AA—24B,4A+24B|U[3A—18B+2,3A+18B+2]U
[2A—12B+221,2A4+12B+22|U[A—6B+321, A+6B+32|U2A—12B+23,2A+12B+ 23] U[A—
6B+21+23, A+6B+21423|U[2A—12B+24,2A+12B+24)U[A—6B+21+24, A+6B+21+24]U[2A—
12B+25,2A+12B+25|U[A—6B+21 + 25, A+6B+ 21+ 25|, and discrete spectrum of the operator
1ﬁ2 consists of siz eigenvalues: Udisc(lﬁg) = {421,221 + 23,221 + 24,221 + 25,23 + 24,23 + 25},
where z1 is the eigenvalue of operator I;H.

2
K) Ifes >0 and 0 < &, <2(E272B52)

B
2
Q(ELBZBEQ) and (1 — %)W < E< (1 + %)W}, then the essential

1s the eigenvalue of operator fIl, and E = Ife; =0and ey > 0,FE > W (respectively,

and E <§W}, then

and E < (1+%)W (respectively, e < —2B and

€1

and E < <1+%)W (respectively, ea < —2B and

and (1 — %)W < E< (1 + %)W (respectively,

g9 < —2B and 0 <e1 <
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spectrum of the operator 1?180 consists of the union of nineteen segments: oess(lﬁg) = [44 —
24B,4A+24B]U[3A—18B +21,3A+ 18B + 21| U[3BA — 18B 4 23,3A+ 18B + 2| U[2A — 12B +
221,2A412B+22|U[2A—12B+ 21 + 29, 2A+ 12B + 21 + 23] U[2A — 12B +225,2A 4+ 12B + 22| U
[2A—12B+24,2A+12B+24)U[2A—12B+25,2A+12B+ 25]U[A—6B+321, A+ 6B+ 32 |U[A—
6B+2z1+29, A+6B+22 +22]U[A*6B+21 +222,A+GB+21+222]U[A*GB+21+Z4,A+6.B+
21+ 24)|U[A—6B+21 425, A+6B+21+25]U[A—6B+329, A+ 6B+ 323]U[A—6B+ 25+ 24, A+
6B+20+24)U[A—6B+29+25, A+6B+ 20+ 25]U[2A—12B+ 23,244 12B+ 23]U[A— 6B+ 2z, +
23, A+ 6B+ 21+ 23] U[A— 6B+ 23+ 23, A+ 6B + 22 + 23], and discrete spectrum of the operator
1ﬁ2 consists of sizteen eigenvalues Udisc(lflg) = {421,221 + 23,221 + 24,221 + 25,23 + 24,23 +
25,321+ 29,221 + 229, 21 + 322, 21 + 20+ 24, 21 + 22+ 25,4292, 220 + 24, 220 + 25, 21 + 22+ 23, 220 + 23},
where z1 and zy is the eigenvalue of operator I:ﬁ.

2
M) If e5 > 0 and _Aea +2Be2) <e1 <0 and (1 — %)W <FE< (1 —+ %)W (respectively,

B
2

@ <& <0 and (1 - %)W <E< (1 + %)W}, then the essential
spectrum of the operator lﬁso consists of the union of nineteen segments: oess(lﬁg) = [44 —
24B,4A +24B]U[3A—18B + 21, 3A+ 18B + 2] U [3A — 18B + 25, 3A + 18B + 2] U [2A — 12B +
221,2A412B+22|U[2A—12B+ 21 +29,2A+ 12B + 21 + 23] U[2A — 12B +225,2A+ 12B + 22| U
[2A—12B+24,2A+12B+24)]U[2A—12B+25,2A+12B + 25]U[A—6B+321, A+ 6B+ 32 ]U[A—
6B+22z1+20, A+6B+22; +22]U[A—6B+21 +222,A-I-GB-I-Zl-I-QZQ]U[A—GB+21+Z4,A+GB+
21+ 24]U[A—6B+21+ 25, A+ 6B+ 21 +25)U[A— 6B +325, A+ 6B+32] U[A—6B+ 25+ 24, A+
6B+z2o+24)U[A—6B+29+25, A+6B+ 20+ 25]U[2A—12B+ 23,244+ 12B+ 23]U[A—6B+ 2z, +
23, A+ 6B+ 21+ 23] U[A— 6B+ 23+ 23, A+ 6B + 22 + 23], and discrete spectrum of the operator
1I§2 consists of sizteen eigenvalues Udisc(lflg) = {421,221 + 23,221 + 24,221 + 25,23 + 24,23 +
25, 32’1 +ZQ, 22’1 +22’2, Z1 +3ZQ, Z1 +22+Z4, Z1 +2’2+Z5, 42’2, 22’2+Z4, 222 +Z57 Z1 +2’2+2’3, 22’2+2’3},
where z1 and zy is the eigenvalue of operator I:ﬁ.

N) If —2B < &3 < 0, then the essential spectrum of the operator 1ﬁ2 consists of the union
of four segments: oegs(VHO) = [AA — 24B,4A + 24B] U [2A — 12B + 24, 2A + 12B + z4) U [24 —
12B+ 25,2A 4+ 12B + z5] U[2A — 12B + 23, 2A + 12B + 23], and discrete spectrum of the operator
VHO consists of two eigenvalues ogise(*HO) = {23 + 24, 23 + 25}

g9 < —2B and —

Proof. A). From the representation (5), (12) and the formulas (10),(11) and Theorem 9 in
the work [3], follow the in three-dimensional case, the continuous spectrum of the operator Hy
consists oeont(H1) = [A — 6B, A+ 6B], and the discrete spectrum of the operator H; consists of

unique eigenvalue z = A+¢;. Therefore, the essential spectrum of the operator H 1RI+IR H 1
consists from segments [2A — 12B,2A + 12B] and [A — 6B + z, A + 6B + z]. Discrete spectrum

of operator H, RI+IR H, consists of eigenvalue 2z. The operator H, = H, RI+IR H, —
2U [ f(s,A—s)ds, where A = XA+ p, has additional eigenvalue 23, and operator Hs = Hy @ I +
TI/

TQ H 42U [ f(s,A—s)ds+2e5 [ [ f(s,t)dsdt has additional eigenvalues z; and zs. It follows
v T TV

that the essential spectrum of operator 7] 9 consists of the union of ten segments and discrete

spectrum of operator 1]?3 consists of six eigenvalues. These give the proof statement B) of the

Theorem 7.

K) From the representation (5), (12) and the formulas (10) and (11), and Theorem 9 in the
work [3], follow the in three-dimensional case, the continuous spectrum of the operator H, consists
ocom(ﬁl) = [A—6B, A+6B], and the discrete spectrum of the operator PNI1 consists of exactly two
eigenvalues z1 and zo. Therefore, the essential spectrum of the operator H 1RI+IQ H 1 consists
from segments [24—12B,2A+12B] and [A—6B+2z1, A+6B+z;] and [A— 6B+ 22, A+ 6B+ z3].
Discrete spectrum of operator ﬁl RI+ I®ﬁ1 consists of eigenvalues 2z, z1 + 22, and 225.
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The operator Hy = Hi @I + 1 ® Hy — 2U i f(s,A — s)ds, where A = X + p, has additional
TV

eigenvalue z3, and operator Hs = H; @ I+ 1 ® Hy +2U S f(s, A—s)ds+2e [ [ f(s,t)dsdt
T TV
has additional eigenvalues z; and z5. It follows that the essential spectrum of operator *H?
consists of the union of nineteen segments and discrete spectrum of operator *H? consists of
sixteen eigenvalues. These give the proof statement K) of the Theorem 7.
The other statements of the Theorem 7 the analogously is proved. O

Conclusion

In this paper, we consider four-electron systems in the impurity Hubbard model and investi-
gated the structure of essential spectrum and discrete spectra of the system in the first singlet
state of the system. We proved in the first singlet state the essential spectrum of the system
consists of the union of nineteen or sixteen or ten of four segments, and the discrete spectrum
of the system consists of sixteen or ten or six or two eigenvalues. The obtaining results can be
applied in the field of magnetic semiconductors and other fields of science and technology.

They can also be the basis for further research in the field of spectral theory of multiparticle
systems.
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YeTpIpex3/1eKTPOHHBII IIePBLIl CUHIJIET B IIPUMECHOI MO/IeJIn
Xabbapaa

Camynna M. Tammryinaros
WNucruryT simepHoii dpusuku AkazeMun HayK peciybsmku Y36eKkucran
TarmkenT, ¥Y36ekucran

Pyxcar T. IlapmanoBa

WucruryT saepuoit dbusnku AkageMnuu HayK peciyO/InKku Y30eKucTaHn
Tamkent, Y30ekucran

MucTuryT dOyHIAMEHTAIBHBIX U IPUKJIA/IHBIX HCCJIEI0BAHIA
Hanuonasbabrii uccsenoaresnbeknii yuusepcurer "TUUNMCX"
TarmkenT, ¥Y36ekucran

Awnnorarusi. PaccMaTpuBaercst orepaTop SHEPIUU YeThIPEX3JIEKTPOHHBIX CUCTEM B MIPUMECHON MOJIEIN
Xabbap/ia 1 UCCIEAYIOTCS CTPYKTYPa CYIIECTBEHHOTO CIEKTPA U AUCKPETHBIN CIIEKTP CUCTEMBI JIJTs TIep-
BOI'O CHHIVIETHOT'O COCTOsIHUS cuUCTeMbl. VccaenoBanue moKa3bIBaeT, ITO B CIydae IIEPBOrO CUHIJIETHOTO
COCTOsIHHSI MIMEIOT MECTO HHIKEC/IeAYIOIUe CUTyaluu: 1) B IepBOM CHHIVIETHOM COCTOSIHHM CYIIECTBEH-
HBI CIIEKTP CHUCTEMBI €CTh O0bENHEHNE JIECSITA OTPE3KOB, & JUCKPETHBINA CIIEKTP CUCTEMBI COCTOUT W3
IIeCTH COGCTBEHHBIX 3HAYEHUIT; 2) B IEPBOM CHHIVIETHOM COCTOSIHUM CYIIECTBEHHDIH CIIEKTDP CUCTEMBI €CTh
06beIMHEHNE TIIECTHAJIIATH OTPE3KOB, & JUCKPETHBIN CIIEKTP CHCTEMBI COCTOUT U3 JIECSTU COOCTBEHHBIX
3Ha4YeHnit; 3) B IEPBOM CHHIJIETHOM COCTOSTHUU CYIIECTBEHHBIN CIIEKTP CHCTEMBI €CTh OObEIMHEHUE JEBST-
HAJIATH OTPE3KOB, a JAUCKPETHDIH CIEKTP CUCTEMBI COCTOUT U3 IIECTHAIATH COOCTBEHHBIX 3HAYEeHN; 4)
B IIEPBOM CHHTJIETHOM COCTOSIHUU CYIIIECTBEHHBI CIIEKTDP CUCTEMBI €CTh OObEIMHEHNE YeThIPEX OTPE3KOB,
a JINCKPETHBIN CIIEKTP CHCTEMBI COCTOUT W3 JIBYX COOCTBEHHBIX 3HATEHUN.

Kuaro4yeBbie cjioBa: 4eThIPEX3JIEKTPOHHAS CUCTEMa, IIPUMeCHasi MOJIeJIb Xabbap/ia, CHHIJIETHOE COCTO-
sIHUEe, KBUHTETHOE COCTOSIHHE, TPUILJIETHOE COCTOsIHUE, CYIIECTBEHHBIN CIIEKTD, JUCKPETHBIN CIIEKTP.
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Abstract. In 2018, Masjed—Jamei & Koepf [12] established some summation theorems for the gen-
eralized hypergeometric functions. In 2021, Awad et al. [3] investigated extensions of these classical
summation theorems for the series sF> and 4F3, with applications in Eulerian-type and Laplace-type
Integrals. In this study, new Eulerian, Laplace, and Edwards-type integrals are established using ex-
tensions of the classical summation theorems provided by Awad et al. [3]. As special instances of our
primary findings, the findings from previous studies by Awad et al. [3], Koepf et al. [9] and Kim et al. [7]
are also demonstrated.
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1. Introduction and preliminaries

The generalised hypergeometric function ,F, where p,q € Ny, as defined by [1, 6], is an
eminently evident generalisation of the Gauss’s hypergeometric function o F} and is given by

qu{al,...,ap ;Z}i(al)m...(ap)mzm 0

bi, ..., bq = (01)m - - - (bg)m m!
where b; # 0,—1,-2,--+, (A)s, is the well known Pochhammer symbol (or the raised factorial
or the shifted factorial since (1),, = m!) defined for any complex a € C by
L'\ +m) _
= ———" 7
W = —Fgy (A€ C\Z)
2
A+ (A+n—1), (neN) @)
]-7 (’/l = 0)
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where I' is the well known Gamma function.

It can be easily verified by the ratio test [1,2] that the series is convergent for all p < gq.
Additionally, it converges in |z| < 1 for p = ¢ + 1, converges everywhere for p < ¢ + 1 and
converges nowhere (z # 0) for p > g + 1.

Further, if p = ¢ + 1, it converges absolutely for |z| = 1 provided

P

q
6 = Re ijfZaj >0
j=1 j=1

holds and is conditionally convergent for |z| =1 and z # 1 if —1 < § < 0 and diverges for |z| =1
and z # 1 if 6 < —1. For more details we refer [4,15].
When p =2 and ¢ = 1, the above series (1) take the form

a, b - (a)n(b)n 2"
21 [ ’ §Z] = Z —
|
c — (o n!
which converges for |z| < 1 and popularly known as Gauss’s hypergeometric function.
When p = 1,¢q = 1, the series (1) takes the form:

which converges everywhere and is also referred to as Kummer’s function or the Confluent hy-
pergeometric function in the literature. There are numerous physical problems where the hyper-
geometric functions of Kummers and Gauss are used [13,14,17].

In the theory of hypergeometric series, the following classical summation theorems play a key
role.

Gauss summation theorem [8]

a, b ] _T()T(c—a—0b)
2F1{ c ’1]_r(ca)r(cb) ®)

provided Re(c —a —b) > 0.

Gauss second summation theorem [8]

a, b 1]F()F(;a+;b+§)

1
F o = =2 .
2 1[§(a+b+1)’2 I'(fa+3)T (304 3)

Kummer summation theorem [8]

1+a—-0 - (5)

a, b I'(1+3a)T (1+a—0b)
? 1[ ’_]_F(1+a)r(1+§a—b)'

Bailey summation theorem [§]

)

at3)

a,1—a 1 I(i6)T(30+
1

F —| =
21[ b ’2] T (ib+1La)r (16—

(6)

N [o] =

In 2010, Kim et al. [10] extended the classical summation theorems described above in the
following form:
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Extended Gauss summation theorem :

a, b, d+1 | _
?’FQ{ c+1,d ’1}_

T+ D)T(c—a—b) o ab
“Te—arDl(c—btD) {(c b+ ]

provided Re(c —a —b) > 0.
For d = ¢, it reduces to Gauss summation Theorem (3).

Extended Gauss second summation theorem :
a, byd+1 1] T (Ga+3b+3)T (50— 3b—3)
fa+b+3),d 2]

3F5

1
For d = i(a + b+ 1), it reduces to Gauss second summation Theorem (4).

Extended Kummer summation theorem :

a, b, d+1 D ()T (@2+a—b)
3Fy ;=1 =
24+a—>b,d 2e(1 — b)

a (9)
B C R I ()
I'(30)T (3a—b+3) T(3a+3)T(1+35a—0) |
For d =1+ a — b, it reduces to Kummer summation Theorem (5).

Extended Bailey summation theorem :

m| @ l—a,d+1 1
342 b+1,d 72

L) e+1)

:TX

) (3) )
F(3b+1a)T(30—32a+3) T($b+ia+)T(3b—3a+1) [

For d = b, it reduces to Bailey summation Theorem (6).

+

2. Results required

In order to establish some new results in this paper, we shall need the following known result
recorded in [11]

A, ... a_ll
pFy b’ 7bp 7 2| =
15 -++,0g—1, M

_ D(by)...T(bg—1) (1 + a1 —m)...I'(1 +ap_1 —m) (m — 1)
~ I(a1)...T(ap—1) T(1+by —m)...T(1 +by—y —m) 2zm—1

« o 1+ar—-—m, ..., 1+ap_1 —m, | (11)
P by —my o, T4 by —m,
(m—2) 1 _ _
- R +ar—m, ..., 1+a,_1—m, -
P 4 1+b1—m7...,1—|—bq,1—m,
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m)
where , Fy, is the finite sum of the hypergeometric series defined by

m T ay,... ap o~ (a1), - (ap),, 2"
yr . — ni 12
P ‘1[ bi.... b, Z} ;(bl)n...(bq)n nl’ (12)
where for instance,
(=1 (0) 1) ai...a
pFalzl =0, pFyle] =1, pFyl] =1+ bi pr.
.. by

In 2018, Masjed—Jamei and Koepf [12]| generalized the classical summation theorems (3) to (10)
and in 2021, extensions of these results are established by Awad et al. [3] in the following form :

Extension of Gauss’s Summation Theorem:

43

a, b, d+1, 1 1} _ Pm)T(c+ DI +a—m)I'(1+b—m)l'(d—m +2)
c+1,d, m "’ L(a)T(O)(d+ 1) (c—m+2)['(d—m+1)
{F(cm+2)I‘(cab1+m)
IFc—a+1)T(c—b+1)

><{(c—a—b—l—i—m)—k(a_m+1)(b_m+l)]— (13)

(d—m+1)

7(7"];2) a—m+1, b—m+1, d—m+2 q
352 c—m-+2, d—m+1 ’

:le

provided m € N and Re(c—a—b+m—1) >0

Extension of Gauss’s Second Summation Theorem :

I a, b,d+1,1 1}
473 fa+b+3),d m’ 2]

2 T (m)T(d)D(1+a —m)D(1+b—m)D(d —m+2)T (§(a + b+ 3)) y

B D(@)T () (d+ 1) (3(a+b+5) —m)(d—m+1) (14)
{ (m_z){a—m—&-l,b—m—i-l,d—m—l—Q_1}}_

X — =

sFa fla+b+5)—m, d—m+1 2
:QZa

where m € N and

D) (Aa+b+5) —m) D (ha—b-1)) [ [Slat+b=2m+1) - =i

k=
I (5(a—b+3) T(lat1-Im)D(Lb+1-1m)

(a+b—2m+3)
[ (d—m+1) _2}

F(Gats—3m) T (30435 - 5m)

+
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Extension of Kummer’s Summation Theorem :
a, b, d+1, 1 ) _
T [ l+a—-b+m, d, m ’_1] -
(=)™ T ()T +a—m)T(A+b—m)D(d—m+2)L (1+a—b+m) "
- (TGO (d+ 1T (24a—-0)T(d—m+1) (15)

r

« ]f_(m}_?m afm+1,bfm+1,d—m+2._1 _
352 24+a—b,d—m+1 ' o

= QS7
where m € N and

r(L)r@E+a-b) ()
20-mt(m —b) (T (3a+35—3m)L (da—b+im+1)

2
d—a
1+d—m

I'(la+1-1m)T (la—b+im+1)

I{;:

+

Extension of Bailey’s Summation Theorem :

r| @ 2m—-a—1,d+1,1 1}
453 b+1,d, m 9| T
_ 2"+ DI (m —a)l(1+a—m)I(d—m+2)
- T(@)ld+1D)Ir@2m—a—-1DTQ2+b—m)[(1+d—m) (16)
" k_(mf_’z) a—m+1, m—a, 2+d-m 1]| _
372 24b—m, 1+d—m ol (T
:Q4a
where m € N and
1 2
k_F(§)F(2+b—m) THd—m .
B 2b—m+1 P(ib+2a—m+1)T (30— 3a+1)

(1 _ 1+b—m)
4 14+d—m
F(Ab+2a—m+32)T (30— 3a+1)

As an application of the results (13) to (16), Awad et. al. [3] evaluated new class of Eulerian-type
integrals and Laplace-type integrals involving generalized hypergeometric functions.

Edward’s double integral : The following double integral is attributed to Edwards [5], and
we intend to produce eight double integrals involving generalised hypergeometric functions by
utilising this result.

e - - —a— ()T'(B)
a1 o=l _ NB—1/1 l1—a—p _

/0 / T e (17)
provided Re(a) > 0, Re(3) > 0.
The goal of this study is to evaluate four new integrals of Eulerian-type in Section 3, four integrals
of Laplace-type in Section 4, and eight integrals of Edwards-type in Section 5 that use generalised
hypergeometric functions, utilising the extended summation Theorems (13)—(16) recorded in [3].
The same will be given in the next section.
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3. Eulerian-type single integrals

In this section, we shall establish the following four integrals asserted in the following theo-
rems.

Theorem 3.1. For m € N, Re(e) > 0, Re(f —e) > —1 and Re(c —a —b+m) > —1, the
following result holds true.

1
e—1 _ —e a, ba f+17 d+]—a 1 . _
/0 7 (1 —x) "% Fy ct1, d e m x| de =

_T(eI(f —e+1)

T(f+1) ,

where Qq is same as given in (13).

Theorem 3.2. For m € N, Re(e) > 0 and Re(f —e+3) > 0 the following result holds true.

(
1 1
e=1(1 _ \h(f—et1)_ a, b, 5(f+e+3),d+1,1 = _
/ow (1-2) i Lab+3), doem g TT "
_ DTG —e+3) (19)

FA(f+e+3))

25

where Qo is the same as given in (14).

Theorem 3.3. Form € N, Re(e) > 0 and Re(a—2e+m) > —1 the following result holds true.

a, b,a—e+m+1,d+1, 1

1
e—1 _ a—2e+m _ —
/Ox (1-2x) 5Fy U 4a—btm d e m ;—x| dx o)
_ T(e)l'(a—2e+m+ 1)Q
T Tla—e+m+1) O ©
where Q3 is the same as given in (15).
Theorem 3.4. For m € N, Re(e) > 0 and Re(f —e) > —1 the following result holds true.
1
=171 _ . Nf—e a,2m—a—1, f+1,d+1, 1 = _
/Ox (1—x) "% F, b1 e d m '3 dzx =
(21)

D(e)D(f —e+1)
L(f+1 = °

where §ly is the same as giwven in (16).

Proof. The derivations of the four Eulerian-type integrals asserted in the above mentioned
theorems are quite straight forward. Therefore in order to evaluate the integral (18) we proceed
as follows. Denoting the left-hand side of (18) by I, we have

1
_ e—1 o f—e a, b7 f+15 d+17 1 .
I /0 7 (1 —x) 5F4{ ci1.d e m ;x| de.

Now, by expressing 5F, as a series and altering the sequence of integration and summation,
which is easily seen to be justified due to the uniform convergence of the series involved in the
process, we have

== 3 <a)n (b>n (f+ 1>” (d+ 1)7l (1)’ﬂ 1{1;n+e—1 — f—e xX
I Z (c+ 1)y (d)n(€)n (M), n! /o (1 Y ~eda.
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Evaluating the beta integral and using the result (2) we get, after some simplification

Le)l(f —e+1) i (@) (0)n (d+ 1)n (1)n
I(f+1) (€t D (d)n (M) n! -

I =

n=0

Summing up the series, we have

DL —e+) o a b d+1,1
T T(fry Y oe+lidm )
Finally, using the summation theorem (13), we easily arrive at the right-hand side of (18).
This completes the proof of (18). a

In a similar way, the summation theorems (14), (15) and (16) respectively can be employed
to evaluate the integrals (19) to (21) asserted in Theorems 3.2 to 3.4. We however, prefer to
omit the details.

3.1. Special cases
In this section, we shall mention several known results.

(i) In (18), if we take e = b and f = ¢, we get a known result due to Awad et al. [3].
(i1) In (19), if we take f = a and e = b, we get a known result due to Awad et al. [3].
(iii) In (20), if we take e = b, we get a known result due to Awad et al. [3].

(iv) In (21), if we take e = a and f = b, we get a known result due to Awad et al. [3].

Similarly, other results can be obtained.

We conclude this section by remarking that the integrals (18) to (21) asserted in Theorems 3.1
to 3.4 are of a fairly general nature because of the presence of m € N. So by assigning values to
m, we can obtain a large number of integrals, which may be potentially useful.

4. Laplace-type single integrals

In this section, we shall establish new class of four Laplace-type integrals involving generalized
hypergeometric functions asserted in the following theorems.

Theorem 4.1. For m € N, Re(s) > 0, Re(e) > 0, the following result holds true.

(o)
—stye—1 a, b7 d+17 1 . _ —e
/0 e Ty Fy [ e c+1. d m sst] dt =T(e)s 0y, (22)

where Q1 is the same as given in (13).

Theorem 4.2. For m € N,Re(s) > 0,Re(c) > 0,the following result holds true.

00
—stye—1 a, ba d+ 17 1 . it _ —c
A & t 4F4 |: %(a + b + 3)’ c, d, m D) dt = F(C)S QQ, (23)

where Qg is the same as given in (14).

Theorem 4.3. For m € N,Re(s) > 0 and Re(e) > 0,the following result holds true.
o)
—stye—1 a, ba d+17 1 . _ —e
/0 e %'t 4F4[1+ab+m, e d m st| dt =T'(e)s™*Qs, (24)

where Q3 is the same as given in (15).
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Theorem 4.4. For m € N,Re(s) > 0 and Re(c) > 0,the following result holds true.

e ,2m—a—1,d+1, 1 st e
/0 e~ St 14F4[a 7;)1_“@0 . ]dt I(c)s™“Qy, (25)

where g is the same as giwen in (16).

Proof. The derivations of the four Laplace-type integrals asserted in the above mentioned the-
orems are quite straight forward. Therefore, in order to evaluate the integral (22) asserted in
Theorem 4.1, we proceed as follows. Denoting the left-hand side of (22) by I, we have,

o0
_ —stye—1 a, ba d+17 1 .
I—/O (& t 4F4|:€,C+1, d,m’St dt,
Now express 4F as a series, change the order of integration and summation which is justified
due to the uniform convergence of the series, we have

_ > (@)n (B)n(d+1)n(1)ns" Ooe—st nte—1
= Z (e)n(c+ L)n(d)n(m)nn! / ! at,

n=0

Evaluating the Gamma integral and using the result (2) we have,

_ e (@)n (0)n(d+ 1D)n(D)n
I=r Z + 1) (d)n (m),n!

n=0

Summing up the series, we have,

_ e a, b, d+1,1
I—I‘(e)s 4F3|: C—|—1, d,m ,1 5
Finally using summation theorem (13), we easily arrive at the right-hand side of (22). i

This completes the proof of (22).
In exactly the same manner, the integrals (23) to (25) asserted in Theorems 4.2 to 4.4 can be
evaluated with the help of the summation Theorems (14), (15) and (16) respectively.
4.1. Special cases
In this section, we shall mention some known results.
(i) In (22), if we take e = b, we get a known result due to Awad et al. [3].
(ii) In (22), if we take e = b and d = ¢, we get a known result due to Koepf et al. [9].

(iii) In (23), if we take ¢ = a, we get a known result due to Awad et al. [3].
1
(iv) In (23), if we take c = a and d = §(a+b+ 1), we get a known result due to Koepf et al. [9].

(v

(vi

(vii

(viii

In (24), if we take e = b, we get a known result due to Awad et al. [3].

25

(24)
In (24), if we take e = b and d = a — b+ m, we get a known result due to Koepf et al. [9].
In (25)

)
)
i) , if we take ¢ = a, we get a known result due to Awad et al. [3].

) In (25), if we take ¢ = a and d = b, we get a known result due to Koepf et al. [9].

We conclude this section by remarking that the integrals (22) to (25) asserted in Theorems 4.1
to 4.4 are of very general nature because of the presence of m € N. So by giving values to m € N,
we can obtain a large number of integrals, which may be potentially useful.
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5. Edwards-type double integrals

In this section, we shall establish eight new class of Edwards-type double integrals involving
generalized hypergeometric functions asserted in the following theorems. Derivations of these
theorems are exactly similar to the derivations of (18) to (21) with the help of Edwards’s Inte-
gral (17). Hence we prefer to omit the proof.

Theorem 5.1. For m € N, Re(a) > 0,Re(8) > 0, Re(c —a —b+m) > 1, the following result
holds true.

/Ol/oly”‘(l
r

1—
x)afl(lfy)ﬁfl(lfxy)lfa*ﬁ SFy a, b, d+1, a+p, 1;y( xz) drdy =

B 1? d7 ) -
c+ a, m 1 (26)
_T(@re),,
la+pB)
where Q1 is the same as given in (13).
Theorem 5.2. For m € N, Re(a) > 0,Re(8) > 0, the following result holds true.
1,1
[ vra-arta- gt aptes x
o Jo
a, b, d+1, a+8, 1 y(l—2x)
F s U ) ’ . dxdy = 27
X5 4[;(a—|—b+3), d, o, m’ 2(1 — xy) vy (27)
_D@re),
= {1,
L(a+5)
where Qo is the same as given in (14).
Theorem 5.3. For m € N, Re(a) > 0,Re(8) > 0, the following result holds true.
1,1
[ [ va-aria-yria-ay-er «
0 Jo
a, b,d+1,a+ﬂ,1*y(1*$) _
x5ty L—&—a—b—f—m, d, «, m’ﬁdwdy_ (28)
_r@r@),,
- 3
I(a+p)
where Q3 is the same as given in (15).
Theorem 5.4. For m € N, Re(a) > 0, Re(8) > 0, the following result holds true.
11
| [ va=orta- gt ated
o Jo
a, 2m—a—1,d+1, a+3, 1 y(l—=z)
F ) ) ’ . —— \dxdy = 29
X5 4|: b+1,d,a,m 72(171‘y) xray ( )
_T@r@),
Pla+p) ™

where Q4 is the same as given in (16).
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Theorem 5.5. For m € N, Re(a) > 0, Re(8) > 0, the following result holds true.

1,1
[ _ a—1 o B—1 o l—a—p a, b7 d+17 a+ﬁa 1 (1_y) _
| [rra—ar o= ta—agyesssm @ 0 A0S 4L B dady -
IN(e

_ T(a)r'(B)
I(a+ B)

(30)
Ql7

where )y is the same as giwven in (13).

Theorem 5.6. For m € N, Re(a) > 0, Re(f) > 0, the following result holds true.

1,1
B - o by d+1, a+8, 1. (1—y)

] — )21 — )11 —ay) B x s Fy | D . L iy =
/O/Oy( 2)* (1 =y (L~ 2y) P L a4 b4+9), d B, m 21— ay) | Y
IN(e

_ T(a)I'(B)

where Qg is the same as given in (14).

Theorem 5.7. For m € N, Re(a) > 0, Re(8) > 0, the following result holds true.

1 p1
B B s b d+1, a+p8, 1 —(1—y)
ar] — «@ 11_ B 11_ l—a—p F a, 0, ) ) . —
| [rra—arta—prta ey sn ) 4 0D @00 ey
I«

)L(5)

=Tt )

where Q3 is the same as given in (15).

Theorem 5.8. For m € N, Re(a) > 0, Re(8) > 0, the following result holds true.

[ [ra—ara g0 —ayyos
0 0

a, 2m—a—1,d+1, a+ 3, 1 (1-y) _
X5F4|: b+1, d, ﬂ, m ,m dl‘dy— (33)
_rre),
T(a+p) "

where Q4 is the same as given in (16).

5.1. Special cases

In this section, we shall mention several known results.

(i) In (26), by taking « = b, 8 = ¢ — b and replacing ¢ by d, we get a known result due to Kim
et al. [7].
1 1
(ii) In (27), by taking « = b, 8 = §(a — b+ 1) and replacing d by §(a +b+1), we get a known
result due to Kim et al. [7].

(iii) In (28), by taking o = b, § = a — 2b + m and replacing d by a — b+ m, we get a known
result due to Kim et al. [7].

(iv) In (29), by taking o = a, 8 = b— a and replacing d by b, we get a known result due to Kim
et al. [7].
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(v) In (30), by taking o = ¢ — b, § = b and replacing d by ¢, we get a known result due to Kim
et al. [7].

1
(vi) In (31), by taking @ = 3(a — b+ 1), 8 = b and replacing d by §(a—|—b—|— 1), we get a known
result due to Kim et al. [7].

(vil) In (32), by taking « = a — 2b+ m, = b and replacing d by a — b + m, we get a known
result due to Kim et al. [7].

(viii) In (33), by taking & = b—a, 8 = a and replacing d by b, we get a known result due to Kim
et al. [7].

Concluding remark

In this paper, an effort has been made to provide a list of new Eulerian-type integrals involving
generalised hypergeometric functions ,F, for p = 5 and ¢ = 4, a list of new Laplace-type integrals
involving generalised hypergeometric functions, ,F}, for p = 4, in their most general forms and
a list of Edwards-type integrals involving generalized hypergeometric functions ,F; for p = 5
and ¢ = 4. These are obtained with the help of the summation theorems obtained very recently
by Awad, et al. [3]. Several known results have also been obtained as special cases of our
main findings. The results established in this paper are simple to accomplish, interesting, easily
established and may be potentially useful.

As a final note to conclude this section, we would like to point out that, further applications
of the Masjed—Jamei and Koepf extended summation theorems are currently being investigated
and will be discussed in a part of the subsequent paper in this direction.
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O HeKOTOpPBLIX HOBBIX MHTErpaJiax tuma Jdiijepa, Jlamiaca n
DaBap/ca, cojep>Kalnux 0000MmIeHHbIe TuIepreoMeTpuIecKne

dbyukiun

Ambuka Hapasgnaa

AJ MHCTUTYT MHXKEHEPUH U TEXHOJIOTHIT

Bucsecsapaiickuii Texnosornaeckuii yausepcurer (BTVY), Benarasun
Mamnranypy-575006, Kapunaraka, Vs

HlanTta Kymapu Kypymymaxu
Texuosnoruueckuit uacruryr NMAM, Hutrre (cunraercss yHUBEPCUTETOM )
Hurre, 574110, Kapnaraka, Naans

Awnnoranms. B 2018 rogy Masjed—Jamei & Koepf [12] ycraHOBHIN HEKOTOpPbIE TEOPEMBI CYyMMHUPO-
BaHUsl JJIsi 0000LIEHHBIX runepreomerpudecknx dbyukuuit. B 2021 roxy Awad et al. [3] uccuenosamm
PACIIUMPEHNs ITUX KJIACCHIECKUX TEOPEM CYMMHUPOBAHUS JJIst PANOB 3F5 n 4 F3 ¢ IPUIOKEHUSIMU B WH-
Terpasiax tumna Jitnepa un Jlamraca. B arom mccienoBaHuu ycTaHABJIMBAIOTCS HOBblE MHTEIDAJIbI THIIA
Ditnepa, Jlamnaca n DaBapaca ¢ UCHOIBL30BAHUEM PACIIMPEHHH KJIACCHYECKUX TEOPEM CyMMHPOBAaHUSI,
npepocraBiennbix Awad et al. [3]. B kagecTBe 0cOObIX IPUMEPOB HAIMMX OCHOBHBIX PE3YJIBTATOB TAKZKE
IIPO/IEMOHCTPUPOBAHBI PE3YJIBTATHI IIPEJIBIIYIIUX uccienosanuii Asana u ap. [3], Kéuda u ap. [9] u Kuma
u ap. [7].

KuaroueBrbie cioBa: 0000IeHHAS TUIIEPreOMeTpUYecKasi (PyHKINs, KIACCUIECKAEe TeOPEMbI CYMMUPO-
BaHUsl, NHTErpaJl TUla Diljepa, nurerpaJ tumna Jlanjgaca, nHTErpas Tuia DuaBapica.
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