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Abstract. The aim of this paper is to obtain some integral formulas involving products of two incomplete
beta functions in terms of general triple hypergeometric series and Kampé de Fériet function. Some new
particular integral formulas involving the incomplete beta function are also calculated as an application
of our main results with the help of Whipple, Dixon and extension of Dixon summation theorems.

Keywords: incomplete beta function, Integral formulas, Kampé de Fériet function, General triple
hypergeometric series.
: EiE

Citation: A.A.Atash, Certain Integral Formulas Involving Products of Two Incomplete
Beta Functions, J. Sib. Fed. Univ. Math. Phys., 2025, 18(1), 5-13. EDN: ACYSPC. E

1. Introduction

The generalized hypergeometric function , F;, with p numerator parameters and g denominator
parameters (p and ¢ are positive integers or zero and z is complex variable) is defined by (see
[10,11])

o0
A1y...,0p (al)n-u(ap)n 2"
F Py =N e ) 2 1
p q|:b17...,bq; :| Z(bl)n<bq)n n!’ ( )

where (), denotes the Pochhammer’s symbol defined by

()\)n:{l , (n=0)

n=0

AA+1)(A+2)...(A+n—-1) , (neN)
~ I'(A+n) _
=TTy (A e C\Zy) (2)
and T'(\) is the gamma function defined by
P = / Ple=tdr, RS0, 3)
0
The classical beta function B(a,b) is defined by (see [11])
1
/ Pt A—0 e, R(a)>0, R(B)>0,
0
B(a,b)= (4)
I'(a)L(b)
Tatb) o abA0,-1,-2,... .

*ah-a-atash@hotmail.com
(© Siberian Federal University. All rights reserved



Ahmed Ali Atash Certain Integral Formulas Involving Products of Two. ..

The incomplete beta function is defined as follows [8]:

Bz(a,b):/ Pl 1— )P ldt, 0<2<1, a,b>0. (5)
0
Further, the substitution t=sin*(f) gives
arcsiny/z
B.(a,b)=2 / §in2%=1(9) cos2?~1(8) . (6)
0
The hypergeometric representation of incomplete beta function is given by [§]
B.(a,b)=a 12 Fi[a,1—b;a+1;2]. (7)
Also, we recalling the following formulas for the incomplete beta function [7]:
B.(a,b)=DB(a,b)—Bi_.(b,a), (8)
B.(1,1)=2, B.(a,1)=—. 9)
a

The Kampé de Fariet function of two variables F} ﬂ?b n[a:,y] is defined and represented as follows
[10,11]:

prqik|(ap): (by) 5 (ck);
F T,y
Limin [ (a7) 1 (Bm) s (9n) s

o M) e M,
=2.° e (10)
s=0 l;[l(aj)r-‘rs I:I(B]) 1;[1( )

Furthermore, we recall that the general triple hypergeometric series F®) [z,y,2] is defined by
[10,11]:
(@) (b); (0) 5 (") = (¢) 5 ()5 (") 5
FOlzy,2]=F® x,Y,2
(€)::(9):(9')5 (g") = ()5 (W) (R) 5

n

= ™ oy 2P

m,n,p=0

where, for convenience,

HAzl(aj)m+n+pr:1( )m+nH] 1( )n+pHB”( )p+mx
1 (e)mntp TSy (97 metn LTy (9 mtp TT5 1 (0 ) pm

C C/ C//
« Hj:l (¢j)m Hj:l ()n H]’:1 (f)p
H h. H' B H" |
Hj:l( i)m Hj:l( j)nHj=1( i )p
and (a) abbreviates the array of A parameters aj,as,...,as, with similar interpretations for
(b),(b"),(b") and so on.
Recently some works for the incomplete beta function with applications have been considered by
several authors, see [1,3,4]. In this paper, we obtain some integral formulas involving products of
two incomplete beta functions. Further, we apply these results with the help of Whipple, Dixon

and extension of Dixon summation theorems to compute some new particular integral formulas
involving incomplete beta function.

<.

A(m,n,p)=

(12)
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2. Integral formulas for the incomplete beta function

In this section, we establish four integral formulas involving products of two incomplete beta
functions asserted by the following theorems:

Theorem 2.1. The following integral formula holds true:
x
/zk_l(1—z)”_lBZ(a,b)Bz(qd)dz:
0

patetk atc+k =—5—;—:a,1-b;c,1—d;1—p;
= F® T,2,% | . (13)
ac(a+c+k) atc+k+1l:—;—5—: a+l 5 c+1 ; —
Proof. Denoting the left hand side of (13) by L, replacing the two incomplete beta functions
by their hypergeometric representations given in (7), expanding the two oF} in a power series,
changing the order of summation and integration and using (5), we get

L:/ =1 (1—2)P"'B,(a,b)B.(¢,d)dz=
0

1 m(1=0) () n(1—d),
Z()( Jm(c)n(1—d)

(a+1)y(c+1),min! Bo(atetktmtnp). (14)
m n A

Again, replacing the incomplete beta function in the right hand side of (14) by its hypergeometric
representation given in (7) and expanding o F; in a power series we have

L:/ 11— 2P 1B, (a,b) B (¢, d)dz
0

1 > (@)m(1=0)m(c)n(l—d)x™z™
e 2 (@t Dm(ct Dmlnl

m,n=0
y patetk i (at+c+k+m+n)s(1—p)sz® (15)
atctkt+mtni=  (atctk+l+m—+n)ss!
Finally, by using the following identities:
a (@)m

= 16
a+m (a+1),,’ (16)
(@)m4n=(a)m(a+m)n, (17)
we get the right hand side of (13).This completes the proof of Theorem 2.1. O

Corollary 2.1. For c=d=1 in Theorem 2.1 yields the following result:

x
/zk_l(l—z)p_le(a,b)dz:
0
Lotk 1:2;1( a+k :a,1-b;1—p;

x, x|, (18)

a(a+Fk) 1:1;0 [a+k+1: a+1 ; — ;

-7 —
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Theorem 2.2. The following integral formula holds true:

/ 2P 1 1-2)P"'B,(a,b)Bi_.(c,d)dz=
0

B(e,d)z"t* 1:2;51( a+k :a,1-b;1-—p;

" o
alath) 1100 latktl: atl ; —
patdtk atd+k i—i—;—:a,l=bid1-c;1-p;
e e z,2,7 | . (19)
ad(a+d+Fk) at+d+k+1l:—5—5—: a+l 5 d+1 5 —

Proof. Denoting the left hand side of (19) by L and then applying the result (8), we have

_ wzk_l _s p—1 a ) ‘ .
L—/O (1=2)""" B.(a,b) B1—+(c.d)d
:/O‘sz—l(1—z)P—le(a,b)(B(c,d)—Bz(d7c))dzz

:B(C,d)/oxzk_l(1—z)p_lBZ(a,b)dz—/Ozzk_l(l—z)p_le(mb)BZ(d,c)dz

Now, using (13) and (18), we obtain the desired result. O

If we use the same technique as in the proof of the integral (13) asserted in the Theorem 2.1,
we have the following theorem:

Theorem 2.3. The following integral formula holds true:
1
/zkil(1fz)plez(a,b)Bl_z(c,d)dz:
0

0:3;3 - ra,1—b,a+k;c,l1—d,c+p;

B k ) ) K ) ) ) Y
_ Blatk,ctp) I N DR

ac 1:1;1 [a4c+k+p: a+1 ; c+1 ;

Corollary 2.2. For c=d=1 in Theorem 2.3 yields the following result:
1
/zk_l(l—z)p_le(mb)dz:
0

1-b,a+k ;

B k a, ) ;
:M;;Fg 11. (21)

a atl,a+k+p;

Corollary 2.3. For a=b=1 in Theorem 2.8 yields the following result:
1
/zk_l(l—z)p_lBl,Z(c,b)dZZ
0

1—d,c+p ;
B k c? ) Y
:wgﬁ’b 1. (22)

¢ ct+1l,c+k+p;

— 8 —
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Theorem 2.4. The following integral formula holds true:

1
/zk_l(1—z)p_le(a,b)Bz(c,d)dz:
0

Ble.d)Blathyp) | @100
= 32 I -
“ a+1l,a+k+p;
_B(a+k,d+p)F0:3;3 — ca,1—b,a+k;d,1—c,d+p;
ad 1:1:1 |a+d+k+p: a+l ; d+1

Proof. Denoting the left hand side of (23) by L and then applying the result (8), we have

1
L:/ 21 (1-2)P"'B,(a,b)B.(c,d)dz=
0

:/0 21 (1-2)P"'B,(a,b)(B(c,d)—Bi_.(d,c))dz=

1 1
:B(c,d)/ zkfl(l—z)plez(a,b)dz—/ 11 =2)P71 B, (a,b) B, _.(d,c)dz
0 0

Now, using (20) and (21), we obtain the desired result.

Corollary 2.4. For k=p=1 in Theorem 2.4 yields the following result:

/le(a,b)BZ(c,d)dz
0

a,1—b,a+c+1 ;
3Fy 1
a+2,a+c+d+1;

B(d,a+c+1)

=Bled)Blab+1)- = s

Remark 2.1. Note that
1
/ B.(a,b)By_,(¢c,d)dz=
0

B(c,at+d+1) a,1—b,a+d+1 ;
:73}7‘2 1

aa+1) a+2,a+c+d+1;
Corollary 2.5. For k=2, p=1 in Theorem 2.4 yields the following result:
! 1
[ #Buab)B(cdida=; Bled)(Bla.b) - Bla+2.) -
0
a,1—=b,a+2,a+c+2 ;

413 1
a+1,a+3,a+c+d+2;

_ B(d,a+c+2)
ala+2)

1

7

1

(23)
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Remark 2.2. Note that
1
/sz(a,b)Bl,z(c,d)dz:
0
a,1—b,a+2,a+d+2 ;

4F3 1. (27)
a+1,a+3,a+c+d+2;

_ B(c,a+d+2)
 a(a+2)

3. Some particular integrals with examples

In this section, we compute some particular integrals involving the incomplete beta function
as an applications of our main results given in Section 2.
I. Taking p=1 in (18) and using the following result [9]:

a,b,c 1 a,b ; a,c ;
3F2 x :7 C 2F1 x| —b 2F1 X s (28)
b+1,c41; = b+1; c+1;

thus, after considering the result (7) we obtain the following integral formula:

/ mzk_le(a,b)dz:%[»Tsz(aab)—Bx(a+kvb)]' (29)
0

1 3
Example 3.1. For =3, a:b:§, k=2 in (29), we get

3 33 1 7
B.(2,2)de=—— . 30
/OZ<22>Z48512 (30)
1 3 .
Example 3.2. For =7 a:b:§, k=3 in (29), we get
i 33 27v/3 13w
2B, (2,2 Jaz=2tY2 0T 31
/0 : (2’2) “T5120 4608 (81)
Remark 3.1. For k=1 in (29), we get the well-known result [7]
/ B.(a,b)dz=xB;(a,b)— B (a+1,b). (32)
0
Remark 3.2. For z=1 in (29), we get
! 1
/ 1B, (a,b)dz= 1 [B(a,D)~ Blat kb)) (33)
0
Further, using (8) in (33), we get
! 1
/ zkilBl_z(a,b)dz:%[B(a,bJrk)]. (34)
0

1
IT. Taking a:b:§ in (29) and using the result (6), we get

arcsin \/x

vz 1
/ t?k~Larcsin ¢ dt:ﬁ lxkarcsin \/5—/ sin?* ¢ dt} . (35)
0 0

— 10 —



Ahmed Ali Atash Certain Integral Formulas Involving Products of Two. ..

1
Example 3.3. For r=7, k=2 in (85), we get

1

3
/ tarcsin ¢ dt:@f S—W
0 256 384

1
Example 3.4. For z=7, k=3 in (35), we get
1
2 3v3 197
toarcsin t dt="— ———.
/0 aresi 192 2304

Remark 3.3. For xz=1 in (35), we get the well-known result [5]

1
el . oo (2k—1)N
A t arcsin t dt—@ |:1_2kk| .

IIT Taking a=b, c=d in (24) and using classical Whipple theorem for 3F5(1) [2], we get

(atc+3)B(a+c+1,3)
22(a+c) g e

/o B.(a,a)B,(¢,c)dz=B(c,c)B(a,a+1)—

3 1
Example 3.5. For a=g, =3 in (39), we get

1 2
[ (E8)n (21 )em 2
0 272 272 16 9

1
Example 3.6. For a:g, =3 in (39), we get
1 2
55 11 3T 1
B.(2.2)B.(2,= Jde=n — —.
A 2(2’2) 2(2’2) “T956 25

. (a+c+3)Blatc+1,)
/0 Bz(a,a)Bzfl(C,C)dZZ 22(a+c) g e ’

Remark 3.4. Note that

1
Example 3.7. For a:;, =3 in (42), we get

1
33 11 2
B.(2.2)By_.( == )dz==.

5 1
Example 3.8. For a=g, c=3 in (42), we get

1
55 11 1
B.\ 5.5 | Bi-z| 5.5 |dz=71-
/0 (22)1(22)Z25

IV Taking a=¢, b=d in (24) and using classical Dixon theorem for 3F5(1) [2], we get

1 2, _ Blab) Blat3,b+3)
/0 Be(a b d==7 75 (b B(a’b)_B(a+b+§,§)>

— 11 —

(40)

(42)

(43)

(45)
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1
Example 3.9. For a:g, bzi in (45), we get

(o2t @

) 1
Example 3.10. For a=g, b:§ in (45), we get
1 2 2
51 3 2
B.| 53 dz= BETS 47
/0[ (22)} T8 15 (47)

V Taking a=c, b=d in (26) and using the extension of Dixon theorem for 4F5(1) [6], we get

/lz[Bz(a,b)Fdz 1 Bla,b) ) ((b2+2ab+b)B(a,b)
0

(2a+1)B(a+3,b+3)
atb)(a+b+1 2 2>' (4

B(a+b+31,1)

3 1
Example 3.11. For a=g, bzi in (48), we get

1 2 2
31 3 2
B. (22| dz=L 2. 4
/0 Z[ (2 2)} T64 9 (49)
5 1.
Example 3.12. For a=3, b:2 in (48), we get
1 2 2
51 397 1
B2 )| de=20 2 50
/0 Z[ (2 2)] “T2048 7 10 (50)
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HexkoTopble naTerpaJjabtbie (pOpMyJIbl, BKJIIOYAIOIIE
MMpou3BeJeHns] ABYX HEMOJIHbIX OeTa-dyHKIUit

Axmven A Aramn
Kadenpa maremaruku

®dakynbrer obpaszoBanus — I11abBa
Yuusepcurer Il1adBa

[a6Ba, Memen

Awnnorarusi. [lebro nanHOM CTATHU SIBJISIETCS IOy Y€HUE HEKOTOPBIX UHTErPaIbHBIX (DOPMYJI, BKIIFOYa-
FOIUX TTPOU3BEIEHNST IBYX HEMOJHBIX OeTa-PYHKIUI B TEPMUHAX OOIINX TPORHBIX THIIEPreOMETPUIECKIX
panoB u dyuknuun Kammnaé ne @épuera. Hekoropble HOBbIe YacTHBIE HHTErPaJIbHBIE (DOPMYJIbI, BKIIIOYa-
FOIlMe HENOJIHYIO 6eTa~-(hyHKIINIO, TAKYKe BBIYUCI/ISIIOTCS KaK MPUJIOXKEHNE HAIUX OCHOBHBIX PE3Y/IbTaTOB
C TIOMOIIBIO TeopeM Ywuriia, /IuKcona n pacummpenus: TeopeMbl JIMKCOHA O CyMMUPOBaHUM.

KuaroueBbie ciioBa: HernoJiHas OeTa-QyHKIMsI, HHTerpaabHble ¢popmysibl, dpyakius Kammna ge Ove, 06-
Ui TPOMHON ruilepreoMeTpuviecKuil psii.
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Abstract. The inverse problem of determining two dimensional kernel in the integro-differential heat
equation is considered in this paper. The kernel depends on the time variable ¢t and space variable
x. Assuming that kernel function is given, the direct initial-boundary value problem with Neumann
conditions on the boundary of a rectangular domain is studied for this equation. Using the Green’s
function, the direct problem is reduced to integral equation of the Volterra-type of the second kind.
Then, using the method of successive approximation, the existence of a unique solution of this equation
is proved. The direct problem solution on the plane y = 0 is used as an overdetermination condition
for inverse problem. This problem is replaced by an equivalent auxiliary problem which is more suitable
for further study. Then the last problem is reduced to the system of integral equations of the second
order with respect to unknown functions. Applying the fixed point theorem to this system in the class
of continuous in time functions with values in the Holder spaces with exponential weight norms, the
main result of the paper is proved. It consists of the global existence and uniqueness theorem for inverse
problem solution.

Keywords: integro-differential heat equation, inverse problem, Banach theorem, existence, uniqueness.
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1. Introduction and preliminaries

The integro-differential equations with an integral term of convolution type are used in the
mathematical modeling of biological phenomena and engineering sciences when it is necessary
to take into consideration the history of the processes. In these integro-differential equations
the convolution kernel accounts for memory influences. The key point when considering memory
effects is that the kernel cannot be considered a known function because there is no way to mea-
sure it directly. Kernel can be reconstructed by additional measurements of physical field taken
on a suitable subset of the body. Thus, an inverse problem has to be solved. The constitutive
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relations for a linear non-homogeneous heat propagation and diffusion processes in medium with
memory contain a time- and space-dependent kernel functions in the integral of time convolution
type [1,2]. The memory effect phenomenon is governed by hyperbolic and parabolic integro—
differential equations with time dependent memory kernel when the medium is homogeneous
and time-space dependent memory kernel when the medium is heterogeneous. The kernel deter-
mination problems in one-dimensional heat conduction equations are widely encountered where
memory kernel depends only on time variable. For example, in [3-13] (see also references therein)
these problems were studied on the basis of the fixed point argument, and the local/global in
time existence and uniqueness of inverse problems were derived. The numerical solutions for this
problems were considered and efficient computational algorithms were constructed [14-17].

In this paper, the inverse problems of determining kernels of an integral convolution-type
term in the integro-differential heat equation are studied with the use of the solution of the
initial-boundary value problem in a rectangular domain given on the boundary y = 0. Unlike
existing works, here the unknown kernel depends on both time and spatial coordinates. Consider
the problem of determining functions u(x,y,t) and k(z,t) from the following equations:

t
Ut — Au = / k(l‘,t— T)U(.T,y,T)dT + f($7yat)7 ($7y7t) € DT7 (1)
0
u |t:0: Qa(xay)a (%, y) € Ea (2)
Uy |z=0= Uy |:c:1: Oa Uy |y:0: Uy |y:1: 0, (1’,y) € 0D x [OvT]v (3)
u |y=o= h(z,t), (z,t) € [0,1] x [0,T], (4)
02 0?
where A = 32 + E) is the Laplace operator, Dy = D x (0,T], D = {(z,y) : = € (0,1), y €
x y

(0,1)}, T > 01is an arbitrary fixed number. In the theory of inverse problems for differential equa-
tions, initial-boundary value problem (1)—(3) of determining function u(x,y,t) with Neumann
boundary conditions is called the direct problem. Function u(z,y,t) € Cg% (D7) N C’i:g (Dr) is
regular solution of the direct problem if it satisfies equalities (1)—(3).

Regular solution of (1)—(4) presupposes the fulfilment of the following conditions

Let us introduce the class H' (D) of Hélder continuous functions on D with [ € (0,1). The
space H™*! (D) (m is a nonnegative integer) and norms | - |', | - |™*! are defined in [18, pp. 16—
27].The class of j times continuous differentiable with respect to ¢ variable on the segment
[0, T] with values in H' (D) functions is denoted by C9 (H' (D), [0, T]). For a fixed ¢, the
norm of function g(z,y, t) in the H' (D) is denoted by |g|' (). The norm of function g(z,y, ) in
C’ (H' (D), [0, T)) is defined by the equality

J l

ot =3 max |28
' 10, 7] ot

(t).

2. Study of direct problem

The solution of problem (1)—(3) is equivalent to the following Volterra type integral equation
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u(z,y,t) //Gmyﬁm) fndﬁdn+///Gﬂcy€n» 7)f(§ n, T)dEdndT+

t 1 gl -
+/o/o/oG(x,y7£’n7t_T)/0 k(T — a)u(€,n, a)dadédndr, (5)

where G(z,y,§,n,t) is the Green function and it is defined as

oo
G(z,y,&m,t)=1+4 Z e~ Mmnt cos Tna cos Tmy cos TN oS TME, Apn = TV M2 + n2.

m,n=1

Lemma 2.1. Suppose that p(z,y) € HY(D), f(x,y,t) € C(HI(D), [O,T]) and k(x,t) €
C’(Hl([O, 1), [0, T]) Then there is a unique solution of integral equation (5) such that u(x,y,t) €
o (HH?(D),[O,T]) .

Proof. To prove this Lemma, the method of successive approximations is used. At the first step,
the following sequences of functions is constructed

Lol t o1l
O(x’y’t)://G(”“"’y’f’“)%"(f’”)dfd%/o/0/OG<w,y,£,n,t—r)f(&n,r)dgdndr,
(6)
i(@9:%) // /Gm yﬁw—ﬂ/ k(&1 — a)ui—1 (&, n, a)dadédndr, i = 1,2, ... .

For brevity, introduce the following notations

woo =o'y fo=IIFIL ko= Ikl

Let us estimate modules of functions w;(x,y,t). Using the Green’s function property

11
[ [ G(z,y,€& n,t)dédn = 1,0ne can obtain from (6) for (z,y,t) € Dr that
00

it <| [ [ cacnoee ] +

‘///ny@??’ 7)f (&, )dfdndT

ui(@,y,t ‘/ / / G(z,y,&, n,t—T)/ k(& T — a)u;—1(§,n, a)dadédndr
ko(sooo +fo%),i=1,2,....

< oo + fot,

l
<

o0

Let us define functional series > u;(z,y,t). Using values obtained above, this series can be
i=0

estimated as follows

> Ju

1=0

T2i+1 o
m) (z,y,t) € Dr.

ui(z,y,t ’ Zko(%o +f0
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oo
Since the last number series converges, series > u;(x,y,t) converges uniformly and absolutely.
i=0
Obviously, under conditions of the Lemma the inclusion wg(z,y,t) € Cgtl (Dr) is satisfied.
Consequently, all u;(z,y,t) have this property, i.e., u;(z,y,t) € Cgi (D), i=1,2,.... Then,
o0
according to the general theory of linear integral equations of Volterra type, . w;(z,y,t) is a
i=0
regular solution of direct problem (1)—(3).
Let us show that equation (5) has a unique solution. For this, let us assume the opposite,
that is, integral equation (5) has two different solutions u!(x,y,t) and u?(x,y,t) with the same

data:

Yz, y,t) //nyfm) €nd£dn+///Gwyé‘mt—T)f(ém T)d&dndr+

+/0 /0 /0 G(z,y,f,n,tfr)/o k(¢ T — a)u(€,m, a)dadédndr, i = 1,2.

The difference of these functions is defined by Z(x,y,t) = ul(z,y,t) — u?(x,y,t):

2wyt / / / Gla,y, &m b — T)/ k(&7 — ) Z(€,m, @)dadgdndr. )

Let us denote the modular supremum of function Z(z,y,t) on (x,y) € D for each t € [0,T] as

Z(t) = sup ’Z z,y,t)|, te€]0,T].

(z,y)€D

It follows from integral equation (7) that

Z(t) < koT /t Z(7)dr.

According to the Gronuolla-Bellman inequality, the last integral inequality has only Z t)=0
solution. It means that Z(z,y,t) = 0 or u'(z,y,t) = u?(x,y,t) in domain Dp. The lemma is
proved. O

3. Auxiliary problem

Suppose that functions in problem (1)—(4) are sufficiently smooth. The degree of smoothness
for each function will be determined later.
The following assertion is true.

Lemma 3.1. Problem (1)-(4) is equivalent to the following auziliary problem for functions
w(m7y7 t)) k(x7 t)"

— Aw = k(2,000 (@) + Frgg(2,9,1) + /Ot k2.t — P)o(z,y,7)dr, (,0,8) € Dy (8)
W [t=0= Apyy(z,y) + fyy(2,9,0), (z,9) € D, 9)
W loso= wn Joct= 0, @y [y—o=wy ly—1= 0, D x [0, T, (10)
W [y=0= het(2,t) = hawe (2, 1) — (2, t)p(2,0) — fi(x,0,1)—
_ /Otk(x,t — PYhe(z, 0, 7)dr, (2,8) € [0,1] x [0,T],

where w(x,y,t) = Uy (z,y,1).

(11)
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Proof. Upon differentiating equations (1)—(4) with respect to ¢ and setting ¥(x, y, t) := us(z, y, 1),
one can obtain the following equivalent problem for functions 9, k

t
19t—A19:k(x,t)go(x,y)—l—ft(x,y,t)—&—/ k(ﬁf,t—’]—)ﬁ({ﬂ,y,’r)d’]’, (xvyvt) S DT? (12)
0
D |e=0= Ap(z,y) + f(2,9,0), (z,y) € D, (13)
19:5 |z:O: 79:75 |:r:1: 0, 19y |y:O: 191/ |y:1: 0, ($>y) € 9D x [O>T}> (14)
Y |y=0= h¢(z,t), (x,t) €[0,1] x [0,T]. (15)

Here, it is assumed that
Ap(0,y) + f2(0,y,0) = Ap (L, y) + f2(1,9,0),

A(py(x’()) + fy(I,0,0) = A@y(xa 170) + fy(xa 170)’ A(p(x,O) = ht(x,O).

Hence it follows that if (u, k) is a solution of problem (1)—(4) then (12)—(15) has a solution
(9, k) with the same k. Let us prove the converse. Let (¢, k) satisfy relations (12)—(15) then

t
u(z,y,t) =/ I(z,y, 7)dT + o(z,9).
0

Let us show that relation (1) holds. It follows from (12)—(15) that

t
ut_Au_/ k(x77-)u(xvyat_7-)d7-_f(xay7t):
0

t t t—r t
— Sy, 1)~ /0 Az, y, 7)dr—Ap(a, y) - /O K(z,7) /0 9z, y, a)dadr— /0 (e, ) (e, y)dr—
—f(l‘,y,t) = / 197’(‘1":% T)dT + A@(x?y) + f(.’IJ, yvo) - / Aﬂ(l‘,y,T)dT - A(,O(.’L‘, y)_
0 0
t T t t
- k(z, T v T — a)dadr — k(x, 7 dr — (z,y, 7)dT — ,y,0) =
/0 (2,7) / (2,7 — a)da / (2,7l 1) / f (@, 7 — F(2,5,0)

= /Ot [197 — A9 — /OT k(z, )z, y, 7 — a)da — k(z, 7)e(x,y) — fT(gj7y’T):| dr = 0.

This completes the proof of equivalence of problems (1)—(4) and (12)—(15).
Now consider the second auxiliary problem. It can be obtained from problem (12)—(15) for
function p(z,y,t) := 9y (z,y,1t):

t
P — Bp = k(e oy (@,9) + fu(@,5,7) + / k(e,t — D)p(a,y,T)dr, (2,9.0) € Dr,  (16)
0

p |t:0: A(py(xay) + fy(xvyvo)ﬂ (xuy) € Dv (17)
Pz |93:0: Y2 |z:1: 0, Py |y:0: Py |y:1: 0, 9D x [O,T}, (18)

by |y:0:htt(z7t) - hxﬂft(xvt) - k(x,t)ga(z,O) - ft(mv()?t)*
—/ k(xz,t — 7)h(z,0,7)dr, (x,t) €0,1] x [0,T].
0
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It is assumed that
A@Iy(oay) + fzy((),y,o) = A@my(lay) + fIy(]-vya 0),

Apyy(7,0) + fuy(2,0,0) = Apyy(z,1) + fyy(z, 1,0),
Agoyy(x,O) + fyy(xvov 0) = htt(xvo) - hﬂm’t(xﬂo) - k(x»O)SD(% 0) - ft(33707 0)'

This follows from (12—(15), and it can be proved by complete analogy with the previous case.
Therefore, if problem (12)—(15) has solution (¢, k), then problem (16)—(19) has solution (p, k)

with the same k. Moreover, p(x,y,t) = 9,(x,y,t). Conversely, let (p, k) satisfy relations (16)—
(19).

Hence it follows that

Yy
S,y t) = / p(r, 2, 8)dz + he(a, ),
0

— A9 — k(z,t)p(x,y) — fi(z,y,t) — /o k(x,t — 7)0(x,y,7)dr =

= /ypt(x, z,t)dz + hy(z,t) — /y Ap(z, z,t)dz — py(z,0,t) — hyg(z,t)—
0

/ k(x,t).(z,2)dz — k(z,t)p(z,0) / frz(x, 2,t)dz — fi(x,0,t)—

/ / x,t —1)9,(x, 2z, 7)drdz 7/ k(x,t —7)he(x,0,7)dT =
:/ [ —Ap — k(z,t)p.(x,2) — fro(z,2,t) — /tk(x,t— 7)192(.%',2,7')(17‘} dz—

0 0

—py(2,0,t) + hee(x,t) — hgae(x,t) — fi(x,0,t) — k(z,t)p(x,0) — /0 k(z,t — 7)h(z,0,7)dr =0

Then the equivalence of problems (12)—(15) and (16)—(19) is proved. In similar way, one can
show that problem (16)—(19) is equivalent to problem (10)—(13) for function w := p,(x,y,t). This
11).

implies the equivalence of problems (1)—(4) and (8)—( The lemma is proved. O

4. Study of inverse problem (8)—(11)

The solution of problem (8)—(10) is equivalent to the following Volterra type integral equation

o) = [ [ 00 (Spnen + fnlm)acins

+/O /(; /0 G(I7y7£a777t*T)ftyy(g,n,T)dgdnd7-+

t 1 1
+A A /(; G(x’y’g’n’t_T)k(f’t_T)@yy(f,n)dédndT—k

topl 1 -
+ /0 /0 /0 G(a,y, &t —7) /0 k(€7 — a)w(€, 1, o) dadedndr.
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Let ¢(x,0) # 0, for all z € [0,1]. Using equation (20) and additional conditions (11), one can
obtain the following integral equation with respect to function k(z,t)

B, t) = [htt(x, #) = hawe(2,) — fi(x,0, t)] - /0 k(a,t — 7)hy(z, 0, 7)dr—

¢(,0) ¢(,0)

t) (A@yy(ga n) = fyy(&, n))dﬁdn—

t 1 1
_ ﬁ /O ‘/O ‘/O G(.T, 07 57 7, t— T)ftyy(g, n, T)dé-dndT— (21)
1 t 1 1

1 t 1 1 T
_m/o /0 /0 G(x,(),fﬂ?,t—T)/O k(&7 — a)w(é,n, a)dadédndr.

The main result of this work is the following assertion.

Theorem 4.1. Assume that p(z,y) € HT4 (D), |p(z,0)| > ¢o = const > 0, f(z,y,t) €
ct (HH‘2 (D); [O,T]), h(z,t) € C? (Hl"’2([07 1)); [O,T]). In addition, all the above matching con-
ditions with respect to the specified functions are fulfilled. Then for any fired T > 0, there
exists a unique solution of integral equations (20), (21) and w(z,y,t) € C(Hl+2(D); [O,T]),
ke, t) € C(H!(0,1]);[0,7]).
Proof. The system of equation (20), (21) is closed system of integral equations with respect to
functions w(z,y,t) and k(z,t). Let us write this system in the form of a non-linear operator
equation

Y = Ay, (22)
where ¢ = (¢1,192,) = (w(z,y,t), k(z,t))*, * is the symbol of transposition. The operator in
(22) has the form Az = {(Aw)l, (A¢)2:|;

(Ap)1 =ton (&, 3, 1) / / / G,y €., t — T)a(€,t — 7)oy (€, m)dEdndr+

(23)
+/o /0 /o G(x,y,fm,t_T)/O Pa(&, 7 — )1 (€, m, a)dadEdndr.
(AY)2 =to2(2,) (2,0) / Pa(x m)h(z,0,7)dT—
1
(p(x,())/o /0 /0 G(xaoaganat7T)Q;Z)Q(g,t*T)@yy(g,n)dgdnd,ri (24)

t 1 1 T
_CP(SU, 0) /(; /(; /0 G(Z‘, 07 ga 777t - T) /(; ¢2(f7 T — a)¢1 (5? m, O‘)dadgdndT

The following designations are used in equations (23), (24)

Yor(.y.t / / Gy, &0, 0) (Bpyy (€0) + Fyy (& m) ) dechn+

+/0 /0 /0 G(x,y,6m,t = 7) fryy(§,m, 7)dEdndr,
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doa(a, 1) = [t (2.1) = hoar (,8) = fo(a,0,8)] -

1
¢(z,0)

0By (€)= fyy(€m) ) dédn—

1 t 1 1
o | [ e en =) aen s

Let C, (H' (D), [0, T]) be the Banach space of continuous with respect to t variable on the

segment [0, T'] with values in H' (D) functions with the family of weighted norms || - ||}, o > 0
l —ot [

= i =1,2. 25

Il = max el (25)

Obviously, C, with o = 0 is the usual space of continuous in ¢ on [0, 7] with values in H' (D)
functions with the ordinary norm (see Introduction). In what follows it is denoted by || - ||*.
Because

e )" < llelle < [l (26)

norms || - ||} and || - ||* are equivalent for any ¢ € [0, T]. Parameter o will be defined later.
Consider space C, with o > 0. Let us introduce the ball S, (¢, [|1o]|!) := {t : |t — o]} <

lvo|'} of radius |||' centred at the point 1, where vector function vy has components g;,

i=1,2and |1 = max 0. Obviously, the estimate [|¢]|S, < ||¢]|5 + [|vol|* < 2[J1bo||" holds for

a function 1 € S, (o, |to||!). Let ¥ € Sy (o, |[1bo]|'). Let us prove that operator A is contracting
operator on set ¥ € S, (1, ||10]|') for an appropriately chosen o > 0. First let us show that if
o > 0 is chosen appropriately then operator A maps ball S, (%0, [|¢0]|') into the same ball, i.e.,
A € Sy (Yo, [Ivoll")-

Indeed, using relations (20), (21) for the norm of differences and denoting ¢; = |p|'*4,

ho := |h|!"*2 for (x,t) € [0,1] x [0,T], one can obtain
/ / / G(w,y,&m,t = 7)x

xe o (€t — 7)e 7y, (€, m)dédndr+

||(A’(/}>1 - ’(/}OIHlO— = X ((Aw)l — wm)‘ —ot < max

te(0,t] te0,¢]

t 1 1 T 1
+ / / / Glayy,emt —7) / TG, 7 — a)e @ (6, m, a)e "D dadgdndr| <
0 Jo 0 0
T 1
< Iallbiors + 2l il = < 2ol (o1 + 4ol D)

(402~ vl = max | ((Av)z — doo)| e < 5 [[wallho + [l +

T _ 1
+2[ally ol = | < 2oll'eg” (ko + 1+ 4lbolI'T] =

Let ¢ > 0y, where

oo = 2max{p1 + 4[|o|'T, ho + @1 + 4llvo|'T}.

Then operator A maps Sy (10, |[1o]|') into itself, i.e., A € Sy (2o, |[[1o]|").
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Let us show the fulfilment of the second property of construction map for operator A.
First, one should note that inequalities for () = (w§1)7 él)) € S (Yo, I'toll"), P =

= (08, 98) € S (o, llwoll")

l l
1 1 2 2 1 2 1 2 1 2
0 —uPo2] = (- )+ o2 (0 7)<

l

)

<2l — )| max (]wi” l

l
1) <l - 9|

holds. Then one can obtain

l

H((Aw)(l) — (A)P)|| = max ’((Aw)(l) — (A¢)(2))1‘l@*0t <
o t€[0,T]

cao | [ [ [ cwment-nert (e -n - e )

t€[0,T]

t 1 1 T
< gy endcandr+ [ [ [ Gt =) [ (e - o
l
x e @y (e,n,0) = v (€ 7~ ) (€ m a)e 7 ) dadgdndr| <
1 T 1
< = 9@~ + 8l | = v = < D =@ (o1 +8llwol'T) .

l l
_ a _ 2) —ot
L= e [((40)®) — (40) [ e <

| (a)® = (ap)@),

1

- 1 T
<oy ol = @ = 4 [ — @ oy~ + 8ol v D — @)= <

_ 1
< [ = 9@ o5t [ho + o1 + 8ol T .

Let 0 > o*, where
o* = max {1 + 800 ]I'T, 05" [ho + o1 + 8llvll 7] }.

Then operator A is contracting operator on S, (10, |[1o]|'). It follows from the Banach fixed-point
theorem that (22) is solvable and has a unique solution in S, (3o, ||tbo||!) for any fixed T > 0.
Since w =: 11 then

Uyyt(1'7y,ﬁ) = 1/11(%21775)- (27)

Function u(x,y,t) is determined from equation (27) as follows

u(z,y.1) = ha,t) + olr.y) — p(z.0) + / ’ / (v — )l 7)drdn.

Thus, the solution of inverse problem (1)—(4) is found. ad
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I'nobanpHas Pa3peainMOCTb 3aJa49U1 OIIpedeJiIeHudA Aapa
B IBYMEPHOM ypaBHE€HHNHN TEILJIOIIPOBOJAHOCTU C IIaMATBbIO

dypanmypon K. lypaues

Byxapckoe ornenenne Mucruryra maremaruku AH PY3
Tocynapcreennsblii yauepcurer Byxapbl

Byxapa, ¥Y3b6ekucran

2Kassion 3. HypuaaunoB

Tocynapcrsennsiit yauBepcurer Byxapbl

Byxapa, ¥Y3bekucran

Amnnoramusi. B cratbe ucciemyercs obpaTHasl 3a7a4a ONPEIe/IEHUsT IBYMEPHOTO siJIpa WHTErPAJIBLHOTO
YJICHA, 3aBUCAIIECTO OT BPEMEHHOI IEepEeMEHHOU ¢ W IIepBOA KOMIIOHEHTBI IIPOCTPAHCTBEHHOI IEepEMEH-
woit (x,y) B mHTErpo-auddepeHInaIbHOM YPABHEHUA TEIIONPOBOAHOCTH. JJIs 9TOr0 ypaBHEHHs NIPH
3a/JIaHHOM sIIpa U3ydaeTcs IpsiMas HadaJlbHO-KpaeBas 3ajada ¢ ycjaoBuamu Heiimana Ha rpaHure mps-
MOyToJbHOU obactu. C momorreso Gyaknun ['prHa Ta 3a/1a9a CBOAUTCS K WHTETPATHLHOMY yPABHEHUIO
BOJIBTEPPOBCKOTO THUIIA BTOPOI'O POJIA, & 3aT€M METO/IOM II0CJIEI0BATEIbHBIX TPUOINKEHNI JOKA3bIBAETCS
CyIIeCTBOBaHUE €JIMHCTBEHHOTO peleHus. B o6paTHOil 3a/1a4e B KA4eCTBE YCJIOBUSI TIEPEOIPE/IEJIEHUST HC-
TOJIb3YETCs pellienne mpsiMoii 3aaqn Ha miockoct y = 0. O6paTHas 3a7a49a 3aMEHI€TCST 9KBUBAJIEHTHOM
BCIIOMOTaTEIbHOM 3a/1a4eil, boJiee yaoOHOM /1 JajabHeiero uccaeaoBanus. Jasee sra 3a1a4da CBOIUTCA
K CHCTeMe MHTErpajbHBIX YPaBHEHUII BTOPOrO POJA OTHOCHUTEIHHO HEM3BECTHLIX pyHKImM. [Ipumenss
K 9TOH CcHCTeMe TeOpeMY O HENOJBHXKHOHN TOYKE B KJIACCE HEIPEPBIBHBIX II0 BPEMEHH CO 3HAYCHUAMU
B npocTpaHncTBax [€nbiepa GyHKINA C IKCIIOHEHIMAIBHON BECOBOI HOPMOM, JIOKA3bIBAETCS OCHOBHOM
pe3yJIbTaT CTaTbU, COCTOSINNNA B IIOOAJBLHON TeopeMe CyIeCTBOBAHUs U €IMHCTBEHHOCTU PeIleHusi 06-
PaTHOU 3a7a4u.

KuaroueBsbie cioBa: unTerpo-auddepenimaabHoe ypaBHenue, obpaTHas 3a1a4da, Teopema Banaxa, cy-
II[ECTBOBAHUE, €J[MHCTBEHHOCTD.
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Abstract. In the paper, we consider the spectral problem for a third-order operator with an integral
perturbation of one of the boundary value conditions that are regular and at the same time strongly
regular; a feature of the problem is that the conjugate operator will be a loaded third-order differential
operator with regular (strongly regular) boundary value conditions. Moreover, a characteristic determi-
nant of the spectral problem is constructed, on the basis of which conclusions about eigenvalues of the
perturbed operator are assumed.
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Introduction and problem statement

In the functional space W3 (0, 1), we consider a differential operator Ly, given by the following
expression:

l(u)=—=u" (z) = u(z), 0<z<1 (1)

with the "perturbed" boundary value conditions:

U (w) =u(0) = /0 P(x)u(z)dr, Us(u)=u (0)=0, Us(u)=u(l)=0, (2)

where X is a spectral parameter, U (u), Uz (u), Us (u) are linear homogeneous independent
forms, regular by G.D.Birkhoff [1,2], P (z) € L2 (0,1). In the monography by M. A. Naimark
([3], p- 67) it was noted, that all differential operators of odd order with strongly regular bound-
ary value conditions are with regular boundary value conditions. A third-order linear differential
operator with nonlocal boundary value conditions under integral perturbation was studied in [4],
and eigenvalue problems with periodic boundary value conditions were studied in [5-7], which are
regular boundary value conditions. The questions of regularity and strong regularity of boundary
value conditions for the Sturm-Liouville operator are related to the questions of basis property
of the system of root vectors. In this case, when the boundary value conditions are strongly
regular, the results of V. P. Mikhailov [8] and G. M. Keselman [9] imply the Riesz basis property
of the systems of eigen- and associated functions of the Sturm-Liouville operator in L (0,1). For

*imanbaevnur@mail.ru  https://orcid.org/0000-0002-5220-9899
(© Siberian Federal University. All rights reserved

— 25 —



Nurlan S. Imanbaev Characteristic Determinant of a Perturbed Regular. ..

regular boundary value conditions, A. A. Shkalikov [10] proved unconditional basis property with
brackets, and A. M. Minkin [11] proved the opposite statement, namely, that the unconditional
basis property of a system of root vectors implies regularity of the operator. In [12-17], the
issues of stability and instability of the basis property of systems of eigen- and associated func-
tions of the multiple differentiation operator with regular, but not strongly regular, boundary
value conditions were studied, that is, under integral perturbation of one of the boundary value
conditions.

Calculation of eigenvalues and eigenfunctions of third-order equations of composite type is
described in [18]. The spectrum of the boundary value problem with shift for the wave equation
was studied in [19].

We will construct the characteristic determinant of the "perturbed" spectral problem (1)—(2)
for the operator Li. Based on the obtained formula, conclusions about the eigenvalues of the
operator L are established.

Conjugate problem

We define the operator Lj. By using Lagrange formula (L1, u,v)—(u, L, v) =

[ (u)v(x)dx—

Cf—

1
u( d;z: for all functions uw € D (L1) and v € D (L), and the boundary value conditions
1
0

(2), we find:

B / W () v (@)de = v (0)u” (0) — v (Du" (1) +u' (1) o/ (1)

—u’ (0) v (0) —u (1)v” (1) —|—/0 u(x)dr {P () - 0" (0) + 0" (x)] .

Due to linear independence of the forms U; (u), Us (u), Us (u) and Vi (v), Vs (v), V3 (v), we
get, that the operator L] is given by the loaded differential expression:

Liv=10"(v) =v" (z) + P(z)v" (0) = v (x), 0<ax<l1, P(x)e Ly(0,1) (1%)
and the boundary value conditions:
Vi(v)=0v(0)=0, Va(v)=v(1)=0, Vs(v)=10'(1) =0, (2)

which is one of the features of the considered spectral problem (1)—(2).

Construction of the characteristic determinant of the spectral
problem (1)-(2)

The general solution of the equation (1) has the form:

u (I') = Clerx + (02 + COS \/gpx —+ 03 . sin \/gpl'+> e*pm’ (3)
where C1, Cy, C3 are arbitrary constants.

vV —A
= . 4
p=3 (4)
Putting (3) into the boundary value condition (2), we will have the linear system with respect

to coefficients Cy, Cs, Cs:
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( J‘P 2fwda;> 4Oy (1 _ gl‘p(a;)e—m cos \/?prdx> ~
(z)

—Cng e P sm\fpxdx =0,

2C) — Oy + C3V/3 =
o o63p+Cgcosfp+Cgsin\/§p: 0.

Determinant of this system will be the characteristic determinant of the spectral problem

(1)~(2):

—

I 1 I
1— [P(x)e**dz 1— [P(z)e P cosV3prdz — [P (z)e P*sinv3pxdr
0

A1 (p) = 2 -1 ’ V3 =

e3P CcoS \/gp sin \/§p

= (— sin V/3p — v/3 cos \/§p> (1 - /01 P(x)e%Idx) -

OCf—

- (2 sin v/3p — \/§e3ﬂ) (1 - /01 P (z)e " cos \/§pxdz> =
- (— sin v/3p — v/3 cos \/§p) (1 — /01 ]3(1:)62””’(133) — (2 sin V3p — \/§@3f’) X

X (1 - /01 P (z)e " cos \/§pxdx> - (2 cos V3p + 63p> /1 P (x)e " sinV3pxdr.  (5)

0

When P(z) = 0 we get characteristic determinant of the "unperturbed" spectral problem for
the operator Ly, given by the differential expression (1), with boundary value conditions:

w(0) =0, v (0) =0, u(l)=0. (6)
We denote it by Ag (p) = —3sinv/3p — V/3cosv/3p + V/3e3”.

Following the results of [5,6], we equate the determinant Ag(p) to zero, and obtain the
condition for existence of nontrivial solutions u (x):

V3sinv3p + cosV3p = eF. (7)

Equation (7) can have a solution if p < 0.
Equation (7) we reduce to the form

2 cos % sin \/gp + 2sin % cos \/gp =e3

i.e.

sin( —|—\fp) 763” p<0 (8)

Eigenvalues of the "unperturbed" operator Ly will be the roots of this equation. These roots
are defined as the abscissa of the intersection points of the curves

1
yzsin(%—&—\/gp)7 y2563"17 x < 0.
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When = 0 both curves have a common point y

3 Zero points of the functions
T 0
sin ——&—\/g)vvillbe =———(k-1)mk=12....
(6 p ik 673 (k—1)
the operator Ly, we obtain

Then for the eigenvalues pj of

Pk = Uk + (—1)k€k, k=1,2,..
moreover, klim er = 0.

—00
Eigenfunctions of the operator Ly will be functions

uy, (z) = e*PF* — (cos V3pra + V3sin \/gpkm") e~ PKT.

(10)
The function (10) satisfies all conditions of the problem (1)—(6)
Conjugate operator L§ has the form:

Liv=15w)=v"(x) — M (z) =0, v(0)=

0, v(1)=0, v' (1) =0.

(11)
Eigenvalues of the operator L{; coincide with eigenvalues of the operator Ly and the corresponding
eigenfunctions of the operator L will be the functions

vy, (z) = e72PRT — (cos V3prx + N sin \/§pkx) ePre, (12)
_ e3Pk
where N — C05V30K —

sin \/gpk

The function P (z) under the integral in (5) we represent in the form of a biorthogonal
expansion in Fourier series by the system {vy (z)}:

P(x)= Z arvg ().
k=1

(13)
Calculating the integrals in (5), taking (12) and (13) into account, we will have the following
form of the determinant A; (p):
A (p) = (f sinv/3p — v/3 cos \/§p) + (sin V3p — V3 cos \/§p> X
e e2(p—pk) 1 20 + e2p K
(S| 2 pip
= (p—pK) 2(p—pK)  (2p+pr)° +3p3

2 2 X
(20 + pr)” + 3p
. 3
X (\/gpk sinv3p, + (2p + Pk) COS \/gpk) + N V3pi

e2p+pk

(20 + p)” + 303
o Pk)2 T3 ((2p + pr) sin vV3py, — V3 cos \/gpk)
i

— (2sin V3p — \/563”) + (2sin V3p — \/§egp) < 3

e—(2p+pr)

+N

2p + pi
2 3 T
(2 +p)" = (V3p)

k=1

+(2pk +0)” — (V3p)’ (\/gp Vo = (s + ) os ﬁp) T Sr-p)
e cos _ sin _ 1 Pk — P
5o =7 ( V3 (pk — p) + V3sin V3 (py, p)) 5 (Pk—P)2+3<pk+P)2+
+1. sﬂk P _
2 (px —p)"+ 3(px +p)

: (\/ﬁ(pw p)sin V3 (p+ p) + (px— p) cos V3 (px+ p)) +
_'_E' V3 (pr + p) N

2 (pr—p) +3(o +p)? 2

ePk—P

(or— )% + 300 + p)? ((pk + p)sin V3 (pi + p) —
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1 N 1 N
_\/g(pk+p)cosx/§(pk+p))+,. L.
8 Pk — P 8 Pr— P

—cos V3 (pi —&—p))D — (2cos \/§p+63p) . <i ay

k=1
1 V3(ps+p) N 1

) + 1 . pk — p e_(ka"Fp)
4 p+2 8 pr—p 2 3(pp+p)’+ (o —p)

2 oo 2 5 <
(207 +p)" +3p
1 ePk—P
><(\/gpcosx/gp+(2pk+p)sin\/§p>+Z~p p(\/§COS\/§(pk*p)+Sin\/§(pk*p))+
. —
1 efr? 1 ePrp
T inv3 -V3 3 N 3sin V3 (pn —
iy (sm\f(pwp) f(pk+p)cosf(pk+p))+8 pkip(fsm\/»(pk p)+

+COS\/§(pk—p)) —;-3(pk+p’;§1fpk_p)z ((pk—p)COS\/g(karp) +

+V3 (pk + p) Sinﬁ(pkﬂLp))D, (14)

S (sin\/g(pk —p)—

V3p 1 VB
(202 4+p) +3p2 4 p—p

Ccos \/gpk — e3Pk
sin \/gpk

points p = pg it has poles of first order, at these points the determinant Ag (p) has roots.
Therefore, we have proved

where N = , which is an entire analytic function of the variable p, since at the

Theorem 1. We represent the characteristic determinant of the "perturbed” spectral problem
(1)—(2) in the form (14), where the determinant Ao (p) is the characteristic determinant of the
"unperturbed” spectral problem (1)-(6), ay. are Fourier coefficients of the biorthogonal expansion
(13 ) of the functions P (x) by the system of eigenfunctions {vy ()} of the conjugate unperturbed
spectral problem (1)-(2).

Remark 1. The "perturbed" spectral problem (1)—(2) is reduced to the study of zeros of the
entire analytic function Aj (p). The study of zeros of an entire analytic function A; (p) remains
open.

The research has been funded by the grant (no. AP23485279) of the Science Commitee of the
Ministry of Science and Higher Education of the Republic of Kazakhstan.
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XapaKTepuCTUIECKUiA ONpeaenTe/ b BO3MYIIEHHOTO

peryagapHoro auddepeHnnajIbHOTO olepaTopa TPeThero
mopsiika Ha OTpe3Ke

Hypaan C. Umanbaesn

I0xn0-Kazaxcranckuii nieiarorndeckuii yHuBepcuTer nMenn 2Kannbekosa
IeivkenT, Kazaxcran

VHCTUTYT MaTEMATUKHA U MATEMATHIECKOTO MOJETUPOBAHMUS

Amvater, Kazaxcran

Amnnoranusi. B pabore paccmarpuBaeTcs CreKTpasbHas 3aa49a /I OlIePaTOPa TPETHErO MOPSIIKA IPU
WHTErPpaJIbHOM BO3MYIIEHUHM OJIHOTO U3 KPAaEeBBIX YCJIOBUI, SBJSIIOIINXCS PErYJISIPHBIMH, OTHOBPEMEHHO
YCUJIEHHO PEryJISPHBIMU, T7e OCOOEHHOCTBIO 3a[a9M SBJISIETCS, UTO COMPSIKEHHBIM OIEPATOPOM OyIeT
HArpy»KeHHbIH TuddepeHIMaNbHBI ONEPATOP TPETHErO MOPSAKA C PEryJIsPHbBIMA (YCHJIEHHO DEryJsisip-
HBIMH) KPAeBbIMHA yCJIOBUAMHE. [I0CTPOEH XapaKTEepUCTUYECKUN OPEJEIUTEIb CIIEKTPAILHON 3a1atH, Ha
OCHOBAHWUM KOTOPOH TPEITOIOTAIOTCS BBIBOJIBI 00 COOCTBEHHBIX 3HAYEHUSIX BO3MYIIEHHOTO OMIEPATOPA.

Karo4yeBble cioBa: guddepeHalbHbIil OIIepaTop, HHTErPAJbHOE BO3MYIIEHUE, COIPSI?KEHHBIN OIle-
paTop, Harpy»KeHHbIi, COOCTBEHHbIE 3HAYEHHE, COOCTBEHHBIE (DYHKINN, XaPAKTEPUCTUIECKHI OIIPe/IeIN-
TeJb, 1esas QyHKIH.
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Abstract. This study explores the Bianchi type-V cosmological model with in the frame work of general
relativity, featuring a perfect fluid governed by the polytropic equation in Lyra’s Geometry, expressed
p = ap + kp", as proposed at [1]. We considered the case representing phantom universe for(1 + «
+ kp" ') €0, k < 0, where p increases with the radius a(t). The role of Lyra;s Geometry has been
discussed/ The solution to Einsteins field equation have been derived, providing insights into the physical
and cosmological attributes of this particular model.

Keywords: accelerated expansion, polytropic Eequation of state, perfect fluid, phantom universe, Lyra’s
geometry.
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Introduction

In modern cosmology, the present combination of the universe’s energy is delineated as around
5% ordinary matter, 20% dark matter, and 75% dark energy [1] The universe’s expansion ini-
tiated with a remarkable inflationary surge propelled by vacuum energy. Between 1073% and
10733 seconds after the onset of the Big Bang, the universe underwent a staggering expansion by
a factor of 103 [2-4]. However, inflation fails to provide an explanation for the time preceding
the origin of the universe. As a result, the universe transitioned into the radiation era and, as
the temperature decreased less than 10 K, the matter era advanced [5]. Currently, the universe
undergoes accelerated expansion [6], attributed to either the cosmological constant or a form of
dark energy with negative pressure violating the strong energy condition [7]. This phase repre-
sents a second inflationary period, which is distinct from the initial one. However, the nature of
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the pre-radiation era (very early universe), dark matter and dark energy has remained enigmatic
and mysterious, prompting speculation. The nature of the early universe in the context of the
Big Bang theory is not understood [8]. The characteristic s of the universe are not consistent
with weather the universe was hot or cold state. The investigation of cosmic microwave back-
ground radiation (CMB) was achieved via the hot universe theory [9-11] therefore, we accepted
the Big Bang theory. According to that theory, the early universe was combined with an ultra-
relativistic classical gas can present a photon, electrons, positrons, quarks, antiquarks, etc. It is
clearly observed that at the early stage of the universe, the scale factor vanishes while the energy
density and temperature become infinite. This situation reveals the initial cosmological singular-
ity commonly known as the Big Bang. The up-to-date studies on a cosmological model based on
Bose—Einstein condensate dark matter (BEC DM). The Bose-Einstein condensate EoS [12-15]
can be generalized as p = ap + kp?. If k > 0 the model represents repulsive, if k < 0, the
model represents attractive self-interaction and when k = 0, the standard linear equation of
state p = apc?.

This paper delves into the examination of the modified equation of state, as proposed by [1].

p=ap+kp" (1)

The author of [16,17] reviewed different available sources and studied the likeness between the
polytropic equation of state and a cosmological model, where the fluid that fills the universe has
an effective bulk viscosity. The author of [18] suggested that a polytropic gas model. The authors
of [19] used the available information from different sources and studied the polytropic inflation-
ary model in brane world scenario. The author [20] studied Bianchi-I Dark with polytropic DE.
The authors of [21] studied the Kantowski universe with the Polytropic EoS parameter. The au-
thors of [22] conducted a remarkable study on anisotropic and homogeneous cosmological models
with the polytropic EoS parameter. The authors of [23-25] performed an intended study on
Bianchi-type-V cosmological models in modified theories of gravitation.

Einstein’s field equations, integral to comprehending the uniformity and static model of the
universe, impose constraints allowing only dynamic cosmological models for non-zero energy
density. Consequently, Einstein’s general theory of relativity becomes interpretable in terms of
geometry. Following the advent of general relativity, Weyl [26] in 1918 expanded Riemannian
geometry, applying it to physical contexts to formulate the initial unified theory encompassing
gravity and electromagnetism. However, Einstein vehemently opposed Weyl’s unified theory,
leading to its neglect for over several years. Subsequently, Lyra [27] introduced a gauge function,
effectively modifying Riemannian geometry and rendering it a structureless manifold. This alter-
ation naturally gave rise to cosmological constants within the fabric of the universe’s geometry.
Since we have performed remarkable research, we are interested in continuing our research with
this paper on the Bianchi type-V model and the energy-momentum tensor consisting of a perfect
fluid with polytropic equation of state in Lyra’s Geometry. In the case (1 + o + kp"~ 1) < 0,
k < 0 the universe is considered to represent the phantom universe.

This document is structured as subsequent sections: In Section 2 Field equations of these met-
rics are obtained by Bianchi type-V metric in the existence of a perfect fluid with the polytropic
EoS parameter in Lyra’s Geometry. Section 3 is dedicated to solution of the model. Section 4
is devoted to the physical and geometric properties of the model. Section 5 — exact solution of
the model.

1. Metric and field equations

Since Bianchi models are spatially homogeneous and anisotropic and are more appropriate
for describing the universe because it has less symmetry than do standard FRW models. So, we
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considered here Bianchi type-V cosmological model.
ds® = dt* — A%da® — B?e **dy* — C?e **d2? (2)

where A(t), B(t) and C(t) are the three anisotropic directions of expansion in normal three-
dimensional space.
The average scale factor a(t), the spatial volume V and the average Hubble’s parameter are

a(t) = (ABC)3 (3)
V =a®= ABC (4)
1
H:§(H1+H2+H3 (5)
Here,leg,nggandleg.
1% A B C
v <A+B+C>_3H (6)

The Einstein modified the filed equation in normal gauge for Lyra’s modified equation is given
by (where 87G =1,C=1)

) 3 .3 ) )
R~ SgiR+ [ZW - 4¢>k¢>’“g£] =T} (M

;= (B (t) ;0,0, 0) (8)

where ¢; is the displacement vector Let T;; be the energy- momentum tensor of the matter [9].
Additionally,

.
T;

0 (9)
The energy momentum tensor T;;
T;j = (p + p) uiuj — pgi; (10)

where p is the energy density, p is the pressure and u' is the four velocity vectors satisfying
gi;u'u’ = 1. The above perfect fluid obeys the polytropic equation of state.

p=ap+kp" with k<0 (11)

The conservation equation T.ijj =0 leads to

+(p+p)<j+g+g> 0 (12)
Using Eq. (11) and Eq. (12), we have

p+3Hp(l+a+kp"1)=0 (13)
We considered the case here for the phantom universe is (1 + a + kp" ™) <0, k < 0 [23], where

—1 < a < 1, k is the polytropic constant and n is the polytropic index. Moreover conservation
of the L.H.S of Eq. (7) leads to

o 3 . 3 ,
R{—ggzj-R—F §¢i¢j —Zdﬁk(ﬁkgf =0 (14)
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k
@[a"bw }+ W[a‘bz—@rl}—gzm["b T 4T } qb’“[ad)’c—w} 0 (15)
Eq. (10) leads to
3 . 3 ,(A B C
SP8+ 58 <A+B+C> 0 (16)

2. Solution and model

In a co-moving coordinate system, by Eqs. (7) and (10) we have

B ¢ BC 1

2 _
3t tB0 - A2+ﬁ p (17)
A C AC 1 3,
Z—FG—FT—E—F*Q =D (18)
A B AB 1 )
AtEtaE w it (19)

AB BC AC 3 3

- 2 e
YR Te R Yo A (20)
24 B C
- T4 = 21
A pTo~" 2D
Integrating Eq. (21), we obtain
= BC (22)

Without loss of generality, subtracting (17) from (18) and (18) from (19) and taking the second
integral of each, we obtain the following three relations.
A I dldt A S Bt

— = (1€ — = (g€

B
5 and = = czel st (23)

C

where ¢, ¢a,¢c3,d1,ds and ds are constants of integration. Since, a (t) = (ABC’)%, by Eq. (17)
and Eqgs. (23) we obtain

A(t) = lyae(™ T o7%4) By = lyae(m2 ) a‘3dt), C(t) = lzaelms S a~%dt) (24)
1
1 ki +k ds\ 3 k 1 — (ks + k
where &y = (didg)?, my = 2 = () ma = T Uy = (dady) 3:%
1
The constants mi, ms, m3 and Iy, s, 3 will satisfy these two conditions:
mi1+mo+m3 =0 and [lsl3 =1 (25)

Using Eq. (22) in Egs. (24), we obtain
h=1 l=I3"=k(say), mi =0, my=—mz=ky(say) (26)
By using Eq. (26) in Egs. (25), we have

A{t)=a(t), B(t)=ka(t).elk2S @) oy = ?.e(*kz J(at)~?dt) (27)

By using Eq. (27) in Egs. (2) we have
2
ds? = df? — a’da? — [kya(t) et SO ) fetrgy? [alit)'e(’“? Jao)2dt) | g=2e 4.2 (9g)
1

This represents the Bianchi type-V cosmological model with an average scale factor.
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3. Physical and geometric properties

Solve the differential equation Eq. (13) in case of (1 + a + kp"~1!) < 0, k < 0, represents the
phantom universe, where the density increases with the radius. We obtain density, average scale
factor and pressure as follows

1

1+a =
1 3(1+a)(n—1)
a(t):[ :r_?—Fk} (30)
p
1 n
1+ n=T 1+ T
P =q [a—3(1+a)(”—1) — k] +k [a_3(1+a)(n_1) — k] (31)
Clearly, p (t)  [a(t)]® indicates that the universe is considered to be the phantom universe.
_p_ 14+ a
wu%—p_a+k[amem1y_J (32)

When (1+a) > 0 or @ > —1 and k < 0, the EoS parameter w (f) < —1 representing the
model is the phantom universe, which leads to no Big Rip singularity. Solving Eq. (16) for the
displacement vector 3(t), we have

B(t) = ca™® (33)

c is the integration constant Considering c=1 and substituting a(t) = £~'/3(t) in eqgs. (28), (31)
and (32), we have

1+« (71)
pP= |:5(1+a)(n—1) _ k] (34)
lra 76 ra 70
p=a |:6(1+a)(n1) _ k] tk |:6(1+04)(n1) _ k} (35)
1+«
w(t):a+k[5(14m)(711)_1€ (36)

2 ks [ B(t)dt) ] ° —ka [ B(1)dr) 1
ds® = dt? — (? — k‘l.e(li) e 2 dy? — ¥ P (37)
B3 (1) B3 (1) k1585 (t)

Since, p(t) o [a(t)]® and p(t) , it can be described with this displacement vector §(t) in

1
B(t)
the late universe. Since the p increases with respect to a(t) the universe accelerating rapidly. At
n = —1, the analytical model of phantom universe represents bouncing universe "disappearing"

at t=0.

4. Exact solutions of the model

The significance of the hyperbolic function as an exponential component is that the derived
deceleration parameter demonstrates time dependence, highlighting that the universe’s is in the
acceleration phase. Therefore, opting for this average scale factor is deemed physically acceptable.
Consider an average scale factor a(t) as by [26]

ol

a (t) = (sin ht) (38)
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Therefore, by Eqgs. (32) and (35)
A(t) = (sinht)3 .
B(t) = kq(sin ht)% (cot ht — cosec ht)*2
(sin ht)3 (cot ht — cosec ht)*2
k1 ’

C(t) =

Substituting Eqgs. (38)—(41) in Eq. (2) we get

[ 2
ds® = dt® — t3da? — {(sin ht)% (cot ht — cosec ht)]”} e 20 dy?—

3 [(Sin ht)3 (cot ht — cosec ht)*2
k1

2
] e27dz2,

This represents the field equation of the Bianchi type-V cosmological model with polytropic EoS

parameter in Lyra’s geometry which is in phantom era.

We obtain the spatial volume V(t), density (p), pressure (p), EoS parameter w (¢), Hubble’s
parameter H(t), energy density parameter Q(t), scalar expansion 6(t), deceleration parameter

q (t), anisotropy parameter, and shear scalar for the model are

V (t) = a® = sin ht.
1
1+« (7)
p =
(sin ht) 1T =D _ g
=

i l+a (7l71)+k l+a =
(sin ht)ITOC=D _ g (sin ht) 1T =D _ g

(nil)
1+ o
wt)=a+k-
(sin ht) T =D _ k‘]
H(t) = cot ht
{ ARED }ﬁ
14 (sin ht)(IFe)(n=1 _
Q)=-==
®) 3H 3cot ht
0 (t) =3H = 3cot ht

= —_— _— —1:‘ 2—1
q(t) p (H) sec h“t

2
Ap=i(—3 ),
3 \ cot ht - sin ht

2
o? = L
sin ht

(43)

(44)

(45)

(46)

(47)

(48)
(49)

(50)

(51)

(52)

Here, we can note that spatial volume is zero for t=0 and that the scalar expansion is infinite,
which is the big bang scenario. Additionally pressure (p), density (p), Hubble’s(H) and shear
scalar (o) diverge in the early universe. As ¢t — oo increases the, volume becomes infinity where
the pressure (p), density (p), Hubble parameter (H) and shear scalar (o) approach zero. Since,

limy_y 00 = constant represents the anisotropic nature of the model.

02
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Volume V v/s Cosmic time t displacement vector [(t) v/s average scale
factor a(t)
3 ;
I{ A
e(t) /
w(t)
a(t) a(t) i
density p v/s average scale factor a(t) EoS parameter w (t) p v/s average scale
factor a(t)
Conclusion

In this paper, we studied the Bianchi type-V cosmological model in the presence of a perfect
fluid with polytropic equation of state. We considered a this case (1 +a + kp"~ 1) < 0, k <0
representing that the model of the universe is phantom stage with increasing density with respect
to average scale factor. We observe that the spatial volume is zero for t=0 and that the scalar
expansion is infinite, which shows that the universe starts evolving with zero volume at t=0
which is the big bang scenario. We also, observed in this model that as time increases, the

: 1
volume increases and becomes infinitely large ¢ — co. Clearly, p (t)  [a (t)]® and p(t) o 30 $

indicates that the universe is considered to be the phantom universe, where the density increases
with the radius (average scale factor). Moreover pressure increases with respect to the scale
factor. The EoS parameter w (t) < —1 representing the model is the phantom universe and
leads to no Big Rip singularity. When n = —1 this is the analytical model of the phantom

bouncing universe "disappearing" at t=0. lim;_, 9% = constant indicates that this model is an
anisotropic model.
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CyiecTBoBaHEe KOCMOJIOTTYECKOTO (panToMa Tnna Bbhankm
C TIOJIUTPOITHBIM MMapaMeTPOM yYPaBHEHUsI COCTOSTHUS

B reomeTpuu JIupbl

Cypbsanapasina Kopny
Pamxamaxantu CaHnTukymap
A. Jlaknmvana Pao

M. Pamanamyptn

I1. Cyaxup Kymap

K. Curxapam

Bb. lnBba

WNucruryT TEXHOIOIMA U MeHe KMeHTa A uTbu
K. Korrypo Texkkasnn

IMIpukakynam-532201, Auaxpa-IIpagem, Uuausa

Awnnoranusi. Jta paboTa MCCIeIyeT KOCMOJIOrHYecKyo Mosiesb Bianchi Type-V ¢ B pamkax obireit Teo-
pUH OTHOCUTEILHOCTH, B KOTOPOI €CTh WjleajibHasl XKUJIKOCTh, yIIPABJIAeMasl IOJUTPOIMIECKUM YPaBHE-
HUEM B MeOMETPHH, BBbIpArXKeHHOI p = ap + kp™, Kak npemioxkeHo B citens. Mbl paccmorpesu ciaydaii,
npeJcTaBsionyii panToMuyio Beenennyio g (1 + a + k p"fl) < 0, k < 0, Tme p yBemmIuBaeTCst C
paauycom a(t). Beuta mosyuena poss reomerpun JIupsr;

KirougeBbie ciioBa: YCKOpEeHHOE pacCHIupeHue, IIOJIUTPOIINYECKOE YpPpaBHEHHE COCTOAHHWSA, HAcaJibHad
KUJIKOCTDb, (baHTOMHaH BCeJIEHHas1, reoMeTpusd .HI/IpI)I.
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Abstract. We apply the notion of a one-side-ordered minimal polynomial to investigations in finite
semifields. A proper finite semifield has non-associative multiplication, that leads to the anomalous
properties of its left and right spectra. We obtain the sufficient condition when the right (left) order
of a semifield element is a divisor of the multiplicative loop order. The interrelation between the min-
imal polynomial of non-zero element and its right (left) order is described using the spread set. This
relationship fully explains the most interesting and anomalous examples of small-order semifields.

Keywords: semifield, right order, right spectrum, right-ordered minimal polynomial, spread set.

Citation: O.V.Kravtsova, I.K. Kuzmin, On Spectra and Minimal Polynomials in Finite E' E
Semifields, J. Sib. Fed. Univ. Math. Phys., 2025, 18(1), 41-50. EDN: GXJKAY. i

1. Introduction and preliminaries

The weakening of the field axioms leads to more general algebraic systems such as near-fields,
semifields and quasifields. According to [1], a semifield is a set @ with two binary algebraic
operations + and * such that:

1) (@, +) is an abelian group with neutral element 0;

2) (Q*,+) is a loop (Q* = @\ {0});

3) both distributivity laws hold, a x (b+¢) =axb+ax*xc, (b+¢)*a=bxa+ c*a for all
a,b,c € Q.

The first examples of non-trivial semifields (not the fields) were constructed by L. E. Dickson
in 1906, the multiplicative law in a proper semifield is non-associative. By replacing the two-
sided distributivity with a one-sided one, we get the concept of a quasifield (left or right). A
quasifield with associative multiplication is a near-field. Unlike the finite near-fields, which
were completely classified by H. Zassenhaus in 1936, neither semifields nor even quasifields have
received an exhaustive classification by now.

The absence of associativity even in a finite semifield and a finite quasifield leads to it having a
number of specific properties, which are poorly studied. The identification of structural features
and anomalous properties is an important step in solving the classification problem of finite
quasifields. The most complete review is presented by N. L. Johnson at al. in Handbook [2].

The following problems for finite proper quasifields were presented in 2013 by V.M. Levchuk
at research seminar of chair of algebra of Moscow State University, see also [3].
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(A) Enumerate mazimal subfields and their possible orders.

(B) Find the finite quasifields Q with not-one-generated loop Q*.

(C) What loop spectra Q* of finite semifields and quasifields are possible?
(D) Find the automorphism group Aut Q.

The notion of spectrum is used for quasifields and semifields taking into account the abcense
of associativity. The product of m multipliers is said to be m-th degree of a fixed element a € Q*,
if every multiplier coincides with a. The smallest integer m > 1 such that there exists the m-th
degree of a, which is equal to the identity, is called the order of a and denoted by |a|. The set of
orders of all elements is called the spectrum of multiplicative loop Q*.

Similarly, using the right-ordered and the left-ordered m-th degrees

m—1) 1

)

(m (m—1

=a xa, a''=ax*xa , a =a=adl

we define the right order |a|, and the left order |a|; of a and the right and the left spectra of Q*
respectively.

Even the weakened associativity of multiplication allows us to obtain important results about
loops and, consequently, semifields and quasifields. Thus, Lagrange’s theorem and some other
classical group-theoretic theorems can be transferred to binary associative loops or Moufang
loops (A.N.Grishkov, A.V.Zavarnitsin) [4]. In general, Lagrange’s theorem is not valid for a
multiplicative loop of a semifield or quasifield. In particular, even the semifields of the minimal
order 16 contain the elements of the right and left order 6, which do not divide the order of the
loop. In the exceptional non-primitive Knuth—Rua semifield of order 32, all elements except 0
and 1 have the same right and left order 21.

To identify the patterns of the right and left spectra, we apply the classical concept of a
minimal polynomial of a nonzero element to the study of finite semifields. Let @) be a semifield
of order p™, p be prime. The right-ordered minimal polynomial of an element a € @ is said to be
a monic polynomial

ph(z) = 2™ + e x™ o 1T+ e € Zyla] (1)
of minimal degree such that
a™ 4+ c1a™ V) 4+ 4 epra+ em = 0.
The left-ordered minimal polynomial ! () is defined likewise. Some useful properties of one-
sided-ordered minimal polynomials see in [5].

The main result of the paper is the following theorem, where «lcm» is a least common multiple
of some numbers.

Theorem 1. Let Q be a non-associative semifield of order p™ (p be prime), the right-ordered
manimal polynomial of an element a € Q* has the canonical decomposition into irreducible fac-
tors:

fia () = 01 (2)@3* (x) - .. o3 (x) € Zplz].
Then the right order of an element a is a divisor of the number
lem(p™ — 1,p™2 —1,...,p™" — 1, k1, ko, ..., kq),

where m; is the degree of irreducible polynomial p;(x), the number k; equals to 1 if s; = 1,
otherwise k; is the minimal with conditions

foralli=1,2,...,d.
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As a corollary, we indicate the important special cases of small-rank semifields: for orders p?,
p*, p°. Moreover, we can say that our results are true for left orders and left-ordered minimal
polynomials in finite semifields. Also, for right and left quasifield, respectively.

The research method is closely related to linear spaces and spread sets, is based on multi-
plication recording in a quasifield as a linear transformation in the associated linear space. The
matrix operations allow us to effectively apply the method to prove the theoretical result and to
illustrate it by the examples of some semifields of orders 24, 2%, 26, 34, 54 134,

2. Spread set and minimal polynomials

It is well-known, that the order of finite semifield or quasifield is the prime number degree
p"™ [1]. A finite quasifield may be constructed on the basis of a linear space over an appropriate
finite field. Let @ be a n-dimensional linear space over the field Z,, 6 is a bijective mapping from
Q to GL,(p) U{0} such that:

1) det(f(u) — 0(v)) # 0 Vu,v € Q, u # v,

2) 6(0,0,...,0) = 0 is zero matrix, 6(1,0,...,0) = F is identity matrix.

Define the multiplication law on @ by the rule

u*v=ufd(v), u,v € Q,

then (Q,+,*) is a right quasifield of order p”. The multiplicative neutral element §~!(E) is
denoted as e. The image

R={0(u) | ue€ Q} C GLn(p) U{0} 2)

is called a spread set. And inversely, the right multiplication R, : © — x * a in a right quasifield
Q is a linear transformation of the linear space @) over the prime subfield Z,. The set of R,
for all @ € @ is the spread set of Q. For more information see [6], the well-known properties is
presented by following preposition:

1) @ is a semifield iff its spread set R is closed under addition;

2) @ is a semifield iff R is closed under multiplication;

3) @ is a field iff R is a field.

Evidently, the matrix representation of the spread set depends on the base of @) as a vector
space. Another base choice with the transition matrix 7" leads to the new spread set TRT !, so
different spread sets can define the isomorphic quasifields. Next, we will choose the appropriate
matrix representation of a spread set up to the matrices conjugation. As a rule, we will assume
the first basic vector e; = e and we will construct the base of @ such that the matrix 6(a) (for
the chosen element a) be of more convenient form — Jordan normal form or close to it.

Some properties of one-side-ordered minimal polynomials in a finite semifield ) correspond
to similar results in finite fields, see [5]. The right- or the left-ordered minimal polynomial of an
element a € Q* is not necessarily irreducible, but 7 (0) # 0, z,(0) # 0. The right-(left-)ordered
minimal polynomial is a factor of the polynomial x* — 1, where k = |a|, (k = |a];). The minimal
polynomial of a has the degree 1 or 2 iff a belongs to a subfield of order p? in Q, see [7].

Let a € Q* and A = 6(a) is the corresponding matrix from the spread set R C GL,(p) U{0}.
Then the right-ordered minimal polynomial of an element a is factor of the minimal polynomial
of the matrix A. Moreover, the right order of a is a factor of the order of the matrix A in the
general linear group GL,(p) (proved in [8]).

For completeness, we will prove the following simple but useful result.
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Lemma 1. Let Q be a semifield of order p™ with the spread set R (2). If an elelment a € Q does
not belong to the prime subfield Z,, then the characteristic polynomial of the matrix A = 6(a) € R
has no linear factors over Z,.

Proof. Assume that the statement is false and the polynomial det(A — AE) has the factor A — «,
o € Zyp. Then the linear transformation with the matrix A has an eigenvector v € Q* with the
eigenvalue a:

vh(a) =av=vxa=v=*aq,

it contradicts the definition of a loop Q*. O

Evidently that the statement is true for any (right) quasifield too, if Z, C Z(Q).
Remind that for any square mathix A the characteristic matrix A — AF can be transform, by
equivalent tranformations, to the normal diagonal form:

ExA) 0 ... 0
Aape| O B 0|
0 0 ... E.(\

where the non-zero invariant factors E;(\) € Z,[\] are monic polynomials, and E;(\) is a divisor
of E;1+1(X), 1 <14 < n. Moreover, the characteristic polynomial of A is

det(A — AE) = (—=1)" By (N Bz () . .. En(N),

and the last invariant factor equals to the minimal polynomial of A: F,,(A) = pa(N).

3. Main results

We will prove the main Theorem 1.1 by the sequence of lemmas each of them can be considered
as an independent result. These lemmas represent the necessary partial cases, and the theorem
proof can be constructed by evident induction.

Consider the right-ordered minimal polynomial u(x) for an element a € @*, this polynomial
is a divisor of pa(x) for A = 0(a). It is clear that the right order of a is uniquely defined by
the polynomial pu”(z); |a|- equals to the length of the neutral element orbit under the linear
transformation ¢ = R, : y — y * a. When the degree of the polynomial u/(z) is m < n, we
can consider the map 1, instead of n-dimensional linear space @, in the m-dimensional linear

sub-space £, C Q with the base e,a,a?,a%,...,a™ V.

Lemma 2. If the right-ordered minimal polynomial pl,(x) € Zy[z] of an element a € Q* is an
irreducible polynomial of the degree m then the right order of a is a divisor of the number p™ — 1.

Proof. Consider the right-ordered polynomial p”(x) (1) and construct the matrix A of the linear
transformation ¢ : y — y * a of the linear space L, using the base above:

e =exa=a=(0,1,0,0,...,0),

a¥ =axa=a*=(0,0,1,0,...,0),

(a®)¥ =a®xa=a® = (0,0,0,1,...,0),

m—1 m—1 m m—1 .
(@)Y =am Vsa=a™ = —cp —m1a——c1a™ V) = (—Cm, —Cm_1,-.., —C1);
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0 1 0 .. 0
0 0 1 .. 0
A =
0 0 0 1
—Cm —Cp—1 —Cp—2 ... —C1

It is the companion matrix of u/ (x), and the set
F=7,(A) = {boE +bjA+bgA> + -+ by 1 A" | b, €2, i =0,1,...,m — 1}

is the field of order p™, see [9]. So, the orbit length of the element e € £, under ¢ equals to the
order of the matrix A in the cyclic group F*, |a|, is a divisor of p™ — 1. O

As can be seen, the lemma proven generalizes the corollary from Lagrange’s theorem that the
element order is a divisor of the finite group order. For any nonzero element a of an arbitrary
finite semifield @, the result is incorrect, see examples below. The result of the lemma is trivial
when a belongs to the simple subfield Z,: the minimal polynomial is linear and the right (and
left) order of the element divides p — 1. It is clear that the result is also valid for an element
from any subfield of a finite semifield Q.

Note that the transition from the semifield Q = (Q,+,*) to the opposite semifield
Q°? = (Q,+,0) with the multiplication x o y = y * x interchanges the right order and the left
order of a, also the right-ordered minimal polynomial and the left-ordered minimal polynomial.
Thus, all results proved for the right spectrum can be transferred to the left spectrum.

Lemma 3. If the right-ordered minimal polynomial of an element a € Q* is u”(x) = ©*(x),
where @(x) is irreducible polynomial of degree m, n = 2m, then the right order of a is a divisor
of the number p(p™ — 1).

Proof. Clear that the normal diagonal form of the matrix 6(a) — AE is diag(1,1,...,1,¢*(\)).
Choose the base of @ such that the matrix 6(a) be of the form

B E
(0 &)

where all the blocks are (m x m)-dimensional, so the normal diagonal form of B — AE is
diag(1,1,...,1,(A\)). For instance, we can write the matrix B as the companion matrix of
the polynomial ¢(x) by the manner above. Such the base choice is possible because the matrices
A and 6(a) are conjugated, see the previous section.

Evidently, for any £ € N we have

BF  kBk-?
kE _
A _<0 B¥ )

The image of the neutral element e = (1,0, 0, ..., 0) under the linear transformation ¢* : y — yA*
coincides to e iff k = 0 (mod p) and B¥ = E. The second condition follows from the irreducibility
of the polynomial ¢(z), because the set Z,(B) of (m x m)-matrices is the field of order p™. So,
the order of matrix A in the group GL,(p) is a divisor of p(p™ — 1), the lemma is proved. O

Additionally, we note that this reasoning shows the need for the divisibility of |a|, by the
number p. We will not focus on this condition because of the complexity in the general case.

Lemma 4. If the right-ordered minimal polynomial of an element a € Q* is the product of two
different irreducible polynomials u’(x) = @1(x)pa2(x) of orders my and ma, n = my + ma, then
the right order of a is a divisor of the least common multiple of numbers p™ — 1 and p™2 — 1.
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Proof. The normal diagonal form of the matrix 6(a) — AF is diag(1,...,1,1(A)p2(A)), so, up
to conjugation, the matrix 6(a) can be chosen as

B 0
A= .
(6 ¢)
Here the block B is (m; X mq)-matrix and B — AE ~ diag(1,1,...,1,¢1(A)), the block C is
(mg X mg)-matrix and C — AE ~ diag(1,1,...,1,¢2(A)). The order of the matrix A evidently

equals to the least common multiple of the orders of B and C in general linear groups G L., (p)
and GLy,,(p), or, more precisely, in cyclic multiplicative groups of associated fields

Fy={f(B)| f(z) € Zy[z]} ~ GF (™) and Fy»={f(C)| f(z) € Zy[x]} ~ GF(p™?).
The lemma is proved. O

Remark 1. It is clear that the case of more than two irreducible factors in the polynomial pul (x)
decomposition is considered by induction. Moreover, in the case when mi + mo < n, we must
replace the linear space @ with its linear subspace L.

It remains to consider the case when the irreducible polynomial ¢(x) is s-times factor of
ph(x), s > 2. Tt is easy to show, that in this case, the choice of the base allows us to write the
corresponding (ms x ms)-dimensional block in the form:

B E 0 0 ... O
0O B E 0 ... 0
A= 0o 0o B E ... 0
o o0 o0 0 ... FE
o 0 o0 0 ... B

Now we can raise it to the k-th degree using Newton’s binomial:

B* ClBF-1 (2B C3BE3 . 0
0 Bk clBFt CiBR? L 0
g |0 0 Bk ciptt oL 0
0 0 0 0 ... clpkt
0 0 0 0 .. B*
The image of the neutral element e = (1,0,...,0) equals to eA* = e when two condition hold:

1) the order of the matrix B in GL,,(p) (or in multiplicative group of the associated field
GF(p™)) is a divisor of the number k and

2) the characteristic p is a divisor of the binomial coefficients C}, CZ, ..., C;zfl.

These arguments, together with the lemmas and the remark, complete the proof of the The-
orem 1.1.

Remark 2. The result of the theorem remains valid for the right order and right-ordered minimal
polynomial in a finite right quasifield, as well as for the left order and left-ordered minimal
polynomial in a finite left quasifield (including a semifield).

The following corollary represents some important cases of small-rank semifield.
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Corollary 1. Let QQ be non-associative semifield of order p™, a € Q*. The right order and the
left order of an element a are divisors of:

1) p? — 1, when n = 3;

2) p* —1 or p(p? — 1), when n = 4;

3) p® —1 or (p? —1)(p® — 1), when n = 5.

Thus, any three-dimensional finite semifield satisfies to the corollary of Lagrange’s theorem.
We can not guarantee it for arbitrary four- and five-dimensional semifield. In the case of n = 6
the listing of all the variants is too complicated.

4. Examples

1. Illustrate the results by the example of a semifield of order 16. It is known that there
exist 23 pairwise non-isomorphic semifields of order 16, see enumeration by E.Kleinfeld and
results of P K. Shtukkert and V.M. Levchuk, see [3]. The detailed table in that review contains
the information on spectra, subfields and automorphisms. All the semifields of order 16 are
right and left primitive, that is the multiplicative loop Q* is the set of left-ordered and right-
ordered degrees of some element a. So, the right and left spectra contains the number 15,
these spectra are the following (for different semifields): {1,3,15}, {1,3,6,15}, {1,3,5,6,15},
{1,5,6,15}. The number 6 in the spectra is not the divisor of |Q*| = 15, but from corollary
we have p(p? — 1) = 2-3 = 6, in this case we see the right- or left-ordered minimal polynomial
(2?2 +x+1)2.

2. The results on 3-primitive semifield projective planes of order 81 are presented in [10].
There exist exactly 8 non-isomorphic semifield planes of order 81 that admit an involution auto-
morphism which fixes pointwise a subplane of order 9. Corresponding 8 non-isotopic semifields of
order 81 have the right and left spectra containing only divisors of |@*| = 80: {1, 2,4, 8,16, 40,80}
or {1,2,4,8,16,80}.

Another example of semifields of order 81 is the commutative Cohen—Ganley semifield [11]

Q={(z,y) | v,y e F~GF(9)}
with the multiplication
(z,y) o (u,v) = (zv + yu + 236>, yv + nzu + n~Lzu), z,y,u,v € F,

7 is non-square in F'. The spread set of this semifield considered as 4-dimensional linear space
over Zs consists of matrices

01 00 0 010 0 0 01
O(z1, 9, 25, 24) = 21 F + 0 010 + 25 0 0 01 4z 2 010 ’

0 0 01 2 0 2 2 1 2 01

2010 1 2 01 01 0 0

T1,%2,x3, %4 € Z3. The next two tables present the elements a € Q*, their minimal polynomials
uh(z) = pl (z) and their right (left) orders |a|, = |a]; calculated by the second author.
Note that the elements with minimal polynomials of degree 1 and 2

{(1,0,0,0),(2,0,0,0),(0,1,2,0),(0,2,1,0), (1,1,2,0),(1,2,1,0),(2,1,2,0),(2,2,1,0)},

together with zero vector form the subfield of order 9. It is so-called middle nucleus of Q:

Np={beQ | (axb)xc=ax(bxc) Vbce Q}.
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Table 1. Right order is a divisor of p* — 1 = 80

Element a € Q* uh(x) lal,
(1,0, 0, 0) r—1 1
(2,0,0,0) r—2 2
(0,1, 2,0, (0,2, 1, 0) 2+ 1 4
(2,0,1,0),(2,1,0,2),(2,1,1,0), (2,1, 1,1) | 2*+23+27+z+1 5
(1,1,2,0), (1, 2,1, 0) 22+ x+2 8
(2,1,2,0), (2,2, 1, 0) 22+ 22 +2 8
(1,0,2,0),(1,2,0,1),(1,2,2,0), (1,2,2,2) | 2* +225+ 22 +2x+1 | 10
(0, 0,0, 1), (0, 0,0, 2), (0, 1, 2, 2), (0, 2, 1, 1) xt 2?42 16
(0,0, 1,0), (0,1,0,2), (0,1, 1, 0), (0, 1, 1, 1) P41 40
(0,0, 2, 0), (0, 2,0, 1), (0, 2,2, 0), (0, 2, 2, 2) 42?420+ 1 40
(1,0,0,1), (1,0,0,2), (1,1, 2,2), (1,2, 1, 1) 422 + 2241 40
(2,0,0,1),(2,0,0,2),(2,1,2,2), (2,2, 1, 1) i 2?41 40
(1,0,1,0), (1,1,0,2), (1,1, 1,0), (1,1, 1, 1) | 2T+ 225+ 22 +z+2 | 80
(2,0,2,0),(2,2,0,1), (2,2,2,0),(2,2,2,2) | a7 +2>+27+2zx+2 | 80
Table 2. Right order is a divisor of p(p? — 1) = 24
Element a € Q* pg () lal,
0,1,1,2),(0,2,2,1) (22422 +2)(2®+ 2 +2) | 8
(1,1,1,2), (1,2,2,1) (2?2 +1)(2% + 22+ 2) 8
(2,1,1,2), (2,2,2,1) (2 + 1) (2® + 2+ 2) 8
(0,0, 1, 1), (0,0, 1, 2), (0, 0, 2, 1), (0, 0, 2, 2), (0, 1, 0, 0), (z2 +1)° 12
(0,1,0,1), (0,1, 2,1), (0, 2, 0,0, (0, 2,0, 2), (0,2, 1, 2)
(1,0, 1, 1), (1,0, 1, 2), (1,0, 2, 1), (1, 0, 2, 2), (1, 1, 0, 0), (22 +2+2)2 24
(1,1,0,1), (1,1,2,1), (1,2,0,0), (1,2, 0, 2), (1, 2,1, 2)
(2,0,1,1),(2,0,1,2), (2,0,2, 1), (2,0, 2, 2), (2, 1, 0, 0), (2% + 2z + 2)? 24
(2,1,0,1), (2,1,2, 1), (2,2,0,0), (2,2,0,2), (2,2, 1, 2)

The feature of this example is the number of «right roots» of the polynomials. This number
equals m for irreducible polynomials of degree m (see Tab. 1), and it does not equal m for

reducible ones (see Tab. 2).
Question. How many «right rootss and «left roots» does a polynomial f(x) € Z,[x] have in a
semifield Q of order p™, if deg(f) =m?

3. The results of the first author on the semifield planes of order p* with the special auto-
morphisms subgroup H ~ Qg in [12] were illustrated by the examples of semifield planes and
semifields of order 5* and 13%. It was proved that all the coordinatizing semifields are both left
and right primitive, non-commutative. Each of them have 1, 2 or p + 2 maximal subfields of

order p?, the automorphism group is Zs or Zp41.
Let M, be the set of all divisors of integer n. According to the corollary, the right spectrum

of semifields of order 625 above is contained in
Msa_1 U {15,30,40,60,120} C Mss_y U Ms.(52_1),
for the semifields of order 13* the right spectrum is the subset of

M134,1 U {217 917 104, 182, 273, 312, 3647 546, 7287 10927 2184} C M134,1 U M13,(132,1).
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4. Consider two exceptional non-primitive semifields, for more information see [3]. In 1991
G.P. Wene wrote the hypothesis: any finite semifield is right or left primitive. In 2004 I.F. Ruia
gave the counter-example to Wene’s conjecture, using a Knuth semifield R of order 32. This
commutative Knuth-Ria semifield is neither right nor left primitive. The second counter-example
is Hentzel-Ria semifield H of order 64, which was constructed in 2007. These semifields have no
elements of one-sided order 31 and 63 respectively. Another counter-examples are still unknown.

Note that even non-primitive Knuth—Ria and Hentzel-Rua semifields are right-cyclic, these
semifields admit a Z,-base

{e, a, a?,. .., a"_l)},
for some element a.

It is known that any element @ € R\ {0,1} has the right (and left) order 21. The direct

calculation presented in [5] shows that the right-ordered minimal polynomial u! () is

Pt l= e+ D@ e+ Do+ +1=0@"+2+1)@>+22+1).

So, by the corollary, we obtain (p? — 1)(p® — 1) = 21, which is consistent with earlier results [3].
Now consider the Hentzel-Rua semifield H of order 64, using the information from [5]. Note
that the right-ordered minimal polynomial of @ € H is not necessarily equal to the minimal
polynomial of the associated matrix A = 6(a).
The most interesting situation we see when the right-ordered minimal polynomial of a is
(22 4+ 2+ 1)3. According the main theorem 1.1 for m; = 2 and s; = 3, the right order of a must

be a divisor of the number lem(22 — 1, k), where k; is the minimal with the conditions C,%lf 2,

C,%lf 2. From Pascal’s triangle .

11
121
1331
14641

we see that k; = 4, lem(22 — 1,4) = 12 = |a|,.. One can check the rest of the cases in the Tab. 3.

Table 3. Orders and minimal polynomials in H

=Tk [ i@ =@ mA)
7 @B +z+ D@3 +22+1) | @+ + 1)@ +22+1)
12 (2> +2+1)3 (2> +x+1)°
15 2t +a+1 (Fr+z+ D)@ +z+1)
6 (2 + 2 +1)2 (2> +2+1)°
7 B t+z+1 (2> +2+1)2
or or

3+ a? 41 (23 + 22 +1)2

3 2 +z+1 2 +z+1
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O CIIeKTpaX 1 MMHHMMAJIbHBIX MHOI'o4JieHaX
B KOHE€YHbIX ITIOJIYIIOJIAX

Ouabpra B. Kpasmnosa
Nnba K. Ky3smua

Cubupckuii pesiepasbHbIi yHUBEPCUTET
Kpacnosipck, Poccuiickas @eneparnus

Awuvporanusi. lna wuccienoBaHus KOHEYHBIX IIOJIYIIOJIEH IIPUMEHSIETCS IOHSITHE OJHOCTODOHHE-
YIIOPSIAOYEHHOTO MUHUMAJILHOTO MHOTOWIeHA. OTCYTCTBHE aCCOIMATUBHOCTH YMHOYKEHHUS B COOCTBEHHOM
MOJIyIIOJI€ IPUBOJIAT K AHOMAJIBHBIM CBOMCTBAM €ro JIEBOTO M mpaBoro cuekrpa. Iloaydeno mocrarounoe
YCJIOBHE JIEJIMMOCTH IOPSIIKA MyJIbTUILNIMKATHBHOM JIyIbl Ha NpaBblil (JeBblii) nopsiiok ssiementa. C
WCIIOJIb30BAHUEM DPETyIsAPHOTO MHOXKECTBA MOJIYIIOJIS ONNCAaHA CBA3b MUHUMAJILHOTO MHOTO4YJIEHa HEHY-
JIEBOT'O JIEMEHTA U €r0 IPaBOro (JI€BOro) Mopsiika. DTa B3aUMOCBIA3b JIA€T UCYEPIbIBAOIIee 00bICHEHNE
HanboJiee MHTEPECHBIM AHOMAJIBHBIM MIPUMEPaM IOJIYIIOIEN MAJIBIX MOPSIIKOB.

KuaroueBrbie cioBa: mosymosie, TpaBbIil MOPSIIOK, MPABBIH CIIEKTD, MPABOYIIOPSIOYECHHBIN MUHUMAIb-
HBI MHOT'OYJIEH, PeryasapHOe MHOXKECTBO.
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Abstract. The work is devoted to the study of the real roots of the system of transcendental Aris—
Amundson equations. It is shown that the number of real roots is related to the number of real roots of
some entire function (resultant). The number of complex roots is investigated.
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Introduction

Finding the number of real roots of polynomials is a classical algebraic problem. The Hermite
method of quadratic forms, the Sturm method, the Descartes sign rule, and the Byudan—Fourier
theorem are devoted to this problem (see, for example, [1]). Further development of these
methods for polynomials can be found in the work [2] and the monograph [3]. For entire func-
tions, the question of localization of real positive roots was considered in the classical works of
N. G. Chebotarev [4] (pp. 28-56), as well as in the work of [5] (we refer to the collected works of
N. G. Chebotarev, since his original works are hardly accessible).

For systems of equations, the number of real roots was studied in the articles [6-8]. In the
article [9], the number of real roots was related to the number of real roots of the resultant.

The monographs [10,11] consider algebraic and transcendental systems of equations. Systems
of transcendental equations arise, for example, in the study of equations of chemical kinetics [12].
One of the problems that arise there is the problem of the number of real positive roots of a
system of equations in a reaction polyhedron. As an example, the Aris-Amundson system has
been studied.

1. Multiple roots of the resultant

Let us consider one of the models of a continuous perfectly stirred reactor, the so-called
Aris-Amundson model in the dimensionless form (see [12, ch. 2|)

dx dy
—=fyl—2)—2=filz,y), ——=8fy)(1—2)—sy—1)= faoz,y), (1)
dr dr
where f(y) = Dae?~1/%). All constants are positive.

The stationary states of the system (1) are solutions of the stationarity system

fl('r’y)zov f2(x7y):0’ (2)
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which can be written as
Dae"VV (1 —z) — 2z =0,

BDae? V(1 —z) —s(y — 1) = 0.

Denoting Da =b,t =~ (1 — 1/y), we get the system

be!(1—2) —x =0, Bbet(l—x)—sfyt_t =0. (3)

Obviously, the system (3) has no roots with zero coordinates.

Earlier in the work [13], the Zeldovich-Semenov model was studied in a similar way. The
main idea of the study is the application of the multidimensional theory of residues, the study
of power sums of roots and residue integrals (see [10,11]).

Then we get

¢ Bly—t)—st st
p—-t)  Bly—1)

Thus, the entire function of the first order of growth can serve as the resultant of the system (2)

be =0.

F(t) = be'(By — t(B+s)) — st =0.

Let us check it for multiple zeros. We convert it to the form

st
t)=bel! — ——— .
#lé) By —t(B+s)
Calculating the derivative, we get
¢ (t) = be' — sl

(By —t(B+5))*

Obviously, if F(t) =0 and F'(t) = 0 at some point ¢, then ¢(t) = 0 and ¢'(t) = 0 at this point.
The converse is also true.
Then from the equalities p(t) =0, ¢'(t) = 0 we get

_ By F VB2 45 —4Bys

h.2 208+ 5)

)

Substituting these values, for example, into the first equation, we get

b-exp <57$ \/6272_452’7—4B'ys> s 573F\/5272—4ﬂ2'y—4673 n

205 +5) BEs ByE /B27 — 4%y —4pys|
Thus, in equality (4), there is an exponential function on the left, and a power function on
the right. Therefore, they cannot match for almost all parameter values. Then for almost all

parameter values there are no multiple roots of the function ¢(t) (and therefore F'(t)).

Proposition 1. For almost all parameter values the function p(t) (and therefore F(t)) has no
multiple roots.
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2. The number of real roots of the resultant

Next, we use the following statement (see [14]).

Theorem 1. If the system (2) with real coefficients is such that it has no roots with zero coordi-
nates and all zeros of the resultant F(t) are simple, then the number of real roots of the system
(2) coincides with the number of real roots of the function F(t).

From the system (2) we get 1 —z =1+ f(1 —vy), z = =(y — 1). We substitute it into the

s
, B B
first equation

peY(1=1/v) . (1 + %(1 — y)> + %(1 —y)=0.

The resultant looks like

B—s(y—1)

sw-1 "

oly) = beY(1=1/y)

and we find the number of roots of p(y).
First, we find the intervals of increase and decrease of ¢(y).

() = b1V —(ys + B)y® + (B +2s)y — (B + 5)
PV Y2y — 1) '

The derivative ¢'(y) = 0 if and only if
—(ys + B)y* + (B +2s)y — (B + ) = 0.
Solving the resulting quadratic equation, we find the discriminant
D =+*8% — 495> — 4yBs.
Solutions to the quadratic equation are

_ (B +28) F /1262 — 482 — 4y
2(sv+ ) '

Y12
If D > 0, that is, 78 — 4(8 + s) > 0, then

Y(y) = —(vs+ B)y* +v(B+2s)y —v(B+s)

has two real roots y; < yso.

Since the graph of the function (y) is a parabola with branches down, then «(y) < 0 on the
interval (—oo;y1) U (y2;00) and ¢(y) > 0 in the interval (y1;y2).

If D = 0, that is, v8 — 4(8 + s) = 0, then v (y) has one real root yy and ¥(y) < 0 on the
interval (—o0;y0) U (yo; 00).

If D <0, that is, v8 — 4(8 + s) < 0, then ¥ (y) has no real roots and 1(y) < 0 on the entire
real line.

Let us show that if D > 0, then the roots of ¥(y) lie to the right of 1, that is, 1 < y1 < ya.
Note beforehand that if D > 0, then v > 4. A

S

B
> 1. This inequality is equivalent to S(y — 2) > /D.

Indeed, D > 0 is equivalent to the inequality v > 4+ —, which implies that v > 4 (8,s > 0).

v(B+2s) — VD

2(sy +P)
Since v > 4, the left and right sides of the last inequality are non-negative, which means it is

Assume that y; =
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equivalent to B82(y — 2)? > 4232 — 4v3% — 4Bs. Simplifying it, we get the equivalent condition
48(8 + vs) > 0, which is always true, since 3,7,s > 0. Thus, our assumption that y; > 1 is
correct. That is, for D > 0, the condition 1 < y; < ys9 is satisfied.

It follows from the above that if D > 0, that is, 7232 — 4v3% — 4y8s > 0, then ¢’ (y) has two
real roots 1 < y1 < y2 and ¢'(y) < 0 on the set (—o0;0) U (0;1) U (1;41) U (y2; +00), ¢’ (y) > 0 in
the interval (y1;y2). So ¢(y) decreases on the set (—o0;0) U (0;1) U (1;y1) U (y2; +00) and ¢'(y)
increases in the interval (yi1;y2).

It also follows from the above that if D > 0, that is, y23% — 4v3% — 4v8s > 0, then ¢'(y)
has two real roots 1 < y; < y2 and ¢'(y) < 0 on the set (—o00;0) U (0;1) U (1;91) U (y2; +00),
¢'(y) > 0 in the interval (y1;y2). So ¢(y) decreases on the set (—oo;0)U(0; 1)U (1;y1)U (ye; +00)
and ¢'(y) increases in the interval (y1;y2).

If D =~232 —4vy3% —4vBs = 0, then ¢'(y) has one real root 3o > 1 and ¢’(y) < 0 on the set
(—00; 0)U(0; 1)U(1; y0)U(yo; +00). So ¢(y) decreases on the set (—oo; 0)U(0; 1)U(1; yo)U(yo; +00).
If D =~%3% — 4y5% — 4y8s = 0, then ¢'(y) has one real root yo > 1 and ¢'(y) < 0 on the set
(—00; 0)U(0; 1)U(1; yo)U(yo; +00). So ¢(y) decreases on the set (—oo; 0)U(0; 1)U(1; yo)U(yo; +00).

If D =+23% —4y3? — 4yBs < 0, then ¢'(y) has no real roots and ¢’(y) < 0 over the entire
domain of ¢'(y), which means ¢(y) decreases over the entire domain of definition of ¢(y).

For a more accurate understanding of the behavior of the function ¢(y), we find the limits

of ¢(y) at 00 and at the break points: Em o(y) = —=be? — 1 < 0, 1i]([)n0g0(y) = —o0,
Yy—r—oo y—0—
: _ : _ . : . g
A oe(y) = -1, lm o(y)=-co, lim ¢(y)=-+oo, lm (y)=-be”-1<0
Now we find the number of roots of the function ¢(y).
1. If
D >0,
p(y1) <0,
@(yQ) > Oa

or more precisely

V6% — 4B — 4yfBs > 0,
P - yzr- oy e 232 _ 2 _ _
b AT i B+ /7?82 — 4vB% — 4yBs — 2(5 + )

be —-1<0,
2s

e’Yﬁ+\/W . PY/B — \/7252 — 47/822 — 47&8 — 2(B + S) - 1 > 07
s

then ¢(y) has three real roots 1 < Y] < Y3 < V3.
For example, if b = 0.04, v = 10, 8 = 1, s = 1, we get the discriminant D = 20 > 0,

15— /5 15+/5
Y = 171\[ ~ 1.16035745659093 > 1, yo = %[ ~ 1.5669152706818 > y1, o(y1) ~

—0.16584745271763 < 0, ¢(y2) ~ 0.13869366143044 > 0 and the function ¢(y) has three real
roots Y7 & 1.073488201 > 1, Y5 =~ 1.356686984 > Y7, Y3 ~ 1.733497054 > Y5 (see Fig. 1).
Another example: for b = 0.001, v = 10, 8 = 10, s = 1 we get the discriminant

14 14
D = 5600 > 0, y1 = :3—§%1.129171306>1, Y2 = 3 + g ~ 4.870828694 > y,

p(y1) = —0.76011792742972 < 0, ¢(y2) ~ 3.4763004785113 > 0 and the function ¢(y) has
three real roots Y7 ~ 1.011153756 > 1, Y5 ~ 1.812214562 > Y7, Y5 &~ 9.890609328 > Y, (see Fig.
2).

2. When the following conditions are met

V2B% — 4yf% — 4vBs > 0,
= LV ot T VT LR
S

—1=0
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Fig. 1. ¢(y) has 3 real roots

Fig. 2. ¢(y) has 3 real roots

(the case when y; is a multiple real root of ¢(y)) or

V2B — 4yB? — 4yPBs > 0,
7E+\/W ' VB — \/72,82 —4yB2 —4yBs — 2(B + s)
2s

-1=0

be

(the case when ys is a multiple real root of ¢(y)), the function ¢(y) has two real roots 1 < Y7 < Y3.
An example when Y; is a multiple real root (Y; = 1) is the following: for v = 10, 8 = 10,

40-10/14
4 —+/14) - e —6+Vi1 V14
s=1,b== ( ) e o we get the discriminant D = 5600 > 0, y; =3 — — =
16 + /14 2
V14
1.129171307 > 1, yo = 3 + 5 ~ 4.870828694 > y1, ¢(y1) = 0, ¢(y2) = 17.6604210584 > 0 and
V14

the function ¢(y) has two real roots Y1 = y; =3 — 5 ~ 1.129171307 > 1, Y5 ~ 10.73089616 >

Y7 (see Fig. 3).
3. If
7?B% — 45 — 4vBs < 0,

the function ¢(y) has one real root Y7 > 1.

Proposition 2. The resultant has no more than 3 real roots, therefore, the system (2) has,
according to Theorem 1, no more than 8 real roots.
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Fig. 3. ¢(y) has 2 real roots

3. Complex roots of the system

Recall Hadamard’s theorem for entire functions of finite order of growth (see, for example,
u? uP
[15]). Expressions E(u,0) = 1 —u, E(u,p) = (1 —w)e* 2T % p = 1,2,... are called
approximate multipliers.

If a function f(t) on the complex plane has a finite order of growth p and ¢,...,t,,... its
zeros, then there exists an integer p < p independent of n such that the product

;§E<;m) )

converges for all ¢ if the series converges

where r1, 79, . .. are the absolute values of the zeros of the function f(t), and this series converges
for all values of r if p+1 > p.

The product (5) with the smallest of the integers p for which the series converges is called
the canonical product constructed from zeros f(t), and this smallest p is called its genus.

Theorem 2 (Hadamard). If the an entire function f(t) of order p has zeros ti, to, ..., and

f(0) #0, then

7

f(t) =eCDP(t),

where P(t) is the canonical product constructed from zeros f(t), and Q(t) is a polynomial of
degree no higher than p.

Consider the resultant
F(t) = be' (By — t(B + 5)) — st.

This is a entire function of the first order of growth.
If it has a finite number of zeros, then according to Hadamard’s theorem it will have the form

F(t) =e'- P,(t),
where P, (t) is a certain polynomial. From here

¢ st

T

€
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which is impossible, since there is a transcendental function on the left, and a rational one on
the right.
Thus, the resultant F'(¢) has an infinite number of complex roots t, |tx| — +00 as k — oco.
From the system (3), we express z and y in terms of ¢ and get

S
. Therefore, x;, — ——

. N\ Yk = 7
By —tr)’ v =tk B

Then at the points t; we have zp = s,y — 0
as k — oo.

The work was supported by the Russian Science Foundation, project no. 24-21-00023.
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Awnnoramusi. Pabora mocssiieHa MCCIEIOBAHUIO BEIECTBEHHBIX KOPHEH CHCTEMBI TPaHCIEHIEHTHBIX
ypasaenunii Apuca—Amynacona. [Tokazano, 9TO 9UC/IO BEMIECTBEHHBIX KOPHEH CBA3aHO C YUCJIOM BeIe-
CTBEHHBIX KOPHel HEKOTOPOI 11e10#i pyHkuuu (pesynbranTa). Viccie1oBaHo 9nucio KOMIIJIEKCHBIX KOPHEH.
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Abstract. The work studies commutative and idempotent finite groupoids that are associated with

subnetworks of multilayer feedforward neural networks (hereinafter simply neural networks). Previously,
the concept of a neural network subnet was introduced. This paper introduces the concept of a generalized
subnetwork of a neural network. This concept generalizes the previously introduced concept. The
resulting groupoids are called additive and multiplicative groupoids of generalized subnets of a given
neural network. These groupoids model the union and intersection of generalized subnets of a neural
network. The conditions that the neural network architecture must satisfy in order for the additive
groupoid of generalized subnets to be associative are identified. The conditions that the neural network
architecture must satisfy in order for the multiplicative groupoid of generalized subnets to be associative
are obtained. Subgroupoids of the constructed groupoids are studied.

Keywords: groupoid, multilayer neural network of feedforward signal propagation, subnetwork of mul-
tilayer neural network of feedforward signal propagation, additive groupoid of generalized subnetworks,
multiplicative groupoid of generalized subnetworks, generalized subnetwork.
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Introduction

In this work, only multilayer feedforward neural networks are considered (therefore, we will
further call them simply neural networks or networks). Information about neural networks can
be found in the works [1-4]. The work is a continuation of the works [1,5,6]. In the work [1]
for each network N, a commutative and idempotent groupoid is constructed AGS(N). This
groupoid is called the additive groupoid of neural network subnets of the neural network N. In
the work [6] a multiplicative groupoid of subnets MGS(A/) is constructed. The supports of the
groupoids AGS(N) and MGS(N) coincide.

The connection between elements of groupoids AGS(A) and MGS(N) with neural network
subnets N is discussed in [1,6]. Article [1] introduces the concept of a subnetwork of a multilayer
feedforward neural network (see Definition 4 of [1]). Subnet data is obtained from the original net-
work by disabling a certain set of neurons. After switching off the selected neurons, the synaptic
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connections that connect the excluded neurons to any other neurons disappear. The remain-
ing neurons and synaptic connections have the same architectural parameters as in the original
network. That is, the activation functions, threshold values, weights of synaptic connections for
the neurons and synaptic connections remaining in the subnetwork do not change. Elements of
a groupoid AGS(N) (hence, MGS(N)) contain information about the neurons remaining after
switching off. The operation in the groupoid AGS(A) allows you to model the merging (i.e.
unioning) of two subnets into one network, whenever possible. The groupoid operation MGS(A/)
allows you to model the intersection of two subnets when possible.

Objectives of the work. Introduction of new groupoids that allow modeling of various pro-
cesses associated with neural networks. Studying the properties of a neural network depending
on the algebraic properties of groupoids built on this neural network.

Main results. This work expands the concept multilayer feedforward neural network. By virtue
of Definition 3 of [1], a neural network must have at least two layers of neurons. The latter seemed
justified in the context that it is networks with at least 2 layers that are of practical value. But
this led to excessive formalism. Thus, some elements of the groupoid AGS(N) could be associated
with subnets of the neural network A, but many others could not. At the same time, in practice,
situations arise when it is convenient to carry out various manipulations with layers of neurons.
In other works, neural networks were composed of neurons (see, for example, [2]), which were
associated with abstract automata.

Definition 3 of [1] in this work has been modified so that a neural network can have one
layer of neurons (see Definition 1.1). A single neuron can now also be considered a neural
network by Definition 1.1. In this work, the concept of a neural network subnet was expanded
(see Definition 1.3). Now a neural network subnet can consist of neurons of one layer (see
Definition 2.1). One neuron can now also be considered a subnetwork. In Definition 4 of [1]
subnetworks were required to contain neurons of at least two layers.

The Definition 2.1 introduces the concept of a generalized neural network subnet. This con-
cept allows us to consider generalized subnetworks in which a certain selected set of synaptic
connections has been disconnected. The disconnection of a synaptic link is modeled by assigning
a weight of zero to that synaptic link. The introduction of this feature is justified from a practi-
cal point of view. In practice, it can be convenient to remove weak synaptic connections from a
trained neural network (that is, weight connections that are small enough and have little effect
on the operation of the network). The latter leads to improved performance of the algorithm
built on neural network principles.

The introduction of the concept of a generalized subnetwork of a neural network leads to the
appearance of additive groupoid of generalized subnets and multiplicative groupoid of generalized
subnets: 1TG\S(N ) and I\ZG\S(N ) (see Definition 2.2). The elements of these groupoids now carry
information about the neurons that remain after removing all other neurons, and about the
synaptic connections that will be disconnected. Operations in these groupoids will continue to
model the union and intersection of neural network subnets.

Let n(N') denote the number of layers of neurons in the network A. The main results of
the work are formulated in the form of Theorems 3.1, 3.2 and 4.1. The groupoid A/C%(N ) is
associative iff n(N) = 1 or n(N) = 2. The groupoid I\Z(TS(N ) is associative iff in the neural
network N only the first and last layers have more than one neuron. In particular, gruppoid
I\TG\S(N) is associative if n(N) = 1 or n(N) = 2; in these cases, there are no restrictions on
the layers of neurons. Thus, we see that the associativity condition for the groupoids I@(N )
and @(]\/ ) imposes restrictions on architecture (i.e. structure) of the neural network N.
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Theorem 4.1 reveals the connection between the generalized subnetwork A’ networks N and
subgroupoids of groupoids AGS(A) and MGS(N\).

Algebraic properties of groupoids K\GS(N ) and @(N ) are closely related to the structure
of the graph of the neural network N (this is confirmed by Theorems 3.1, 3.2).

1. Basic definitions

Further, R is the set of real numbers and F(R) := Hom(R, R) is the set of all mappings from
R to R.

Definition 1.1. Let the following objects be given:
1) the tuple (M, ..., M,) of length n > 1 of finite non-empty sets, where for i # j the condition
M; N M; = @ is satisfied;
2) the set S := (Ml X Mg) U (M2 X Mg) Uu---u (Mn,1 X Mn),
3) the mapping f: S — R;
4) the set A:= M U---UM,y;
5) the mapping g : A — F(R);
6) the mapping [ : A — R.
Then the tuple N = (M, ..., M,, f,g,1) will be called a multilayer feedforward neural net-
work.

Neural network operation. Each neural network N = (Mi,..., M,, f,g,1) and each two
bijections
i My = {1, |Mi|}, o:M,—A{1,...,|M,|}

corresponds to the mapping Fj , o : RIMil 5 RIMnl which implements the operation of a
neural network as a computing circuit. The mapping F; , n is defined using an artificial neuron
(McCulloch—Pitts; see [2]) model. If compositions of neural networks are studied, then the
bijections i and o must be written into the definition of definition 1.1 (see [7]).

Standard notations associated with neural networks. We will associate the following
notations with each neural network N' = (M, ..., M,, f,g,1):

nN)=n, AWN)= U M;, Syn(N) = O M; x M.

i=1 i=1

Thus, n(N) is the number of all layers of the neural network, A(N\) is the set of all neurons, and
Syn(N) is the set all synaptic connections. We will call the tuple (Mq,..., M,) the main tuple
of neurons of the network N.

A tuple of empty sets will be denoted by the symbol & := (&,...,9) (the length of such
a tuple will always be clear from the context). Let two tuples X = (Xi,...,X,) and Y =
(Y1,...,Y,) of finite sets be given. Then we will use the notation

XUY :=(XjuUYy,...,.X,UY,); XNY :=(X;NYy,..., X, NY,);
XCYe (X1 CY)A(X2CYo) A A (X, CY,).

Definition 1.2. Let (Xi,...,X,) be some tuple composed of finite sets. We will say that the
tuple is continuous if for any distinct 4, j in{1,...,n} the following implication holds: if X; # &
and X; # @ and ¢ < j, then for any s € {i,14+1,...,j — 1,j} the inequality X # @ holds. The
tuple & is considered continuous by definition.
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For a tuple of sets to be continuous, it must not contain an alternation of a non-empty set
with an interval of empty sets, and then again with a non-empty set.

Let us introduce a definition of subnet, similar to Definition 4 from [1]. But it differs from it
in that single-layer networks can now also be subnets.

Definition 1.3. Let the neural network be defined N = (M, ..., M,, f,g,1) and a continuous
tuple (X7y,...,X,) is given such that the conditions are satisfied (X1,...,X,) C (My,...,M,)
and (Xi,...,X,) # @. We assume that (Y7,...,Y,,) is a tuple obtained from a tuple
(X1,...,X,) by deleting components equal to the empty set, where m < n. If f’ is the re-
striction of the function f on the set S’ := (Y1 x Y2)U (Yo x Y3)U---U (Yy—1 X Y,,) and ¢/, I are
the restriction of the function g and the restriction of the function [ on the set A’ := Y, U---UY,,,
then the object N’ := (Y1,..., Y, f',¢’,1") will be called subnet of the network . We will say
that the tuple (X1, ..., X,,) induces a subnetwork A/". The tuple (Y1,...,Y,,) is the main tuple
of neurons of the subnetwork A/’. In general, the tuples (Xi,...,X,) and (Y3,...,Y,,) can be
different.

Groupoids AGS(N) are introduced into [1], and groupoids MGS(N) are introduced into [6].
For the convenience of the reader, we give an explicit definition below.

Definition 1.4. Let a neural network N' = (M1, ..., M,, f, g,1) be defined with a main tuple of
neurons M = (M, ..., M,). The set of all possible continuous tuples X C M will be denoted by
the symbol AGS(A). Further, X and Y are two arbitrary element from AGS(N). Let us define

binary algebraic operations (+) and (*) on the set AGS(N):
T {XUY, if XUY € ACSIV), + . {XmY, X NY € AGS(),
3, if XUY ¢ AGS(N); 3, if XNY ¢ AGS(N).

Then the groupoid AGS(N) := (AGS(N), +) will be called additive groupoid of neural net-
work subnets N'. The groupoid MGS(N) := (AGS(N), *) will be called the multiplicative groupoid
of neural network subnets N.

Remark 1.1. Each tuple X # @ of AGS(N) induces some subnetwork. Two different tuples
from AGS(N) induce different subnets of the network A (this follows trivially from the definition
of 1.3). Each subnet of the network N is induced by some tuple from AGS(N'). Thus, there is
a bijection between the set of all subnets of the network N and the set AGS(N) \ {@}.

Remark 1.2. The changes made to Definitions 3 and 4 from [1] does not change the contents
of the set AGS(N). Additionally, these changes do not affect definitions of operation: (+) and
(x). These changes allow more elements in AGS(N) to be associated with subnets. Continuous
tuples with only one layer different from the empty set did not induce any subnetworks due to
Definition 4 of [1]. Because the subnets from that definition had at least two layers. If Gy (N) is
the set of all subnets by Definition 4 of [1] and Go(N) is the set of all subnets by Definition 1.3,
then the inclusion G1(N) C Go(N).

2. Generalized subnets

The concept of a neural network subnet, introduced by the Definition 1.3, describes objects
obtained from the original network by switching off a certain set of neurons and the deleting of
synaptic connections associated with disconnected neurons. Let’s build a model of a generalized
subnetwork that describes objects that can be obtained by turning off a certain set of neurons
and resetting the weights of a given set of synaptic connections to zero.
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The set of all subsets of the set X, as usual, will be denoted by 2%. Let N =
(My,...,Mp, f,g,1). Then we introduce the set

AGS(N) := AGS(N) x 25vnW),
Elements from A/G\S(N ) will be denoted by capital Latin letters with a cap.

Definition 2.1. Let N' = (Y1,...,Yy,, [',¢',1') is subnet of network N, which is induced by
the tuple X from AGS(N). We assume that S" := (Y] x Y2)U (Yo x Y3)U---U(Y,,_1 X ¥},) and
Q is a certain subset of set Syn(N'). Let us introduce the mapping

f”(s) — {f/(()"s)a Zi%’ (s € Sl).

Then the object N := (Y1,..., Y, f”,4¢',1') will be called a generalized subnetwork of the
network A'. We will say that the tuple U = (X, Q) induces a generalized subnet N”’. Cortege
(Y1,...,Y,,) is the main tuple of neurons of the generalized subnet N”.

Remark 2.1. A generalized subnet N/ is an object that satisfies the definition of 1.1. Various
tuples from KG\S(N ) can induce one generalized subnet N’ of the network A (an important
difference with the case of simple subnets, see remark 1.1). A tuple U induces a subnet of the
network N if and only if it contains in the set

AGS(V)\ {(8, W) | W C Syn(N)}.

Definition 2.2. We assume that the neural network N' = (My, ..., M, f,g,1) is defined. Next,
U, = (X1,Q1), Uy = (X5,Q2) — these are two arbitrary elements from AGS(N). Let us define
binary algebraic operations (+) and () on the set AGS(A/):

(Yl UYQ,QlUQ2)7 ifyl UYQ EAGS(N),

(2,2), if X7 UX, ¢ AGS(N); S

a+@f{

(71*(72 — {(XlﬁXg,leQg), 1leﬂX2€AGS(N), (2)

(@, ), if X1 N X5 ¢ AGS(V).

Then the groupoid @(N) = (@(N), +) will be called the additive groupoid of generalized

neural network subnets N' and groupoid I\TG\S(N) = (ITG\S(N), x) we will call multiplicative
groupoid of generalized neural network subnets N.

Remark 2.2. Operations in groupoids XG\S(/\/' ) and @(N ) are also denoted as in the
groupoids AGS(N) and MGS(N), respectively. In practice this does not lead to confusion. It is
always clear from the context what operation is meant. Further, for tuples from A/\GS(N ) it will
be convenient to use the operation of componentwise union and intersection. If 171 = (X1,Q1)
and ﬁg = (Y27Q2) then (71 U ﬁg = (Yl UYQ,Ql U Qg) and ﬁl n [/jg = (Y1 DY27Q1 N Qg)

Remark 2.3. The additive generalized subnet groupoid models the merging of two subnets into
one when possible and returns the tuple (&, @) when this is not possible. The multiplicative
groupoid of generalized subnets models the intersection of two subnets (i.e., returns a subnet
that is contained in both networks) when possible and returns the tuple (&, &) when this is not
possible.
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3. Basic algebraic properties

The main result of this section is expressed in the form of Theorems 3.1 and 3.2. First,
we formulate and prove some algebraic properties of additive and multiplicative groupoids of
generalized subnets (see Properties 3.1, 3.2 and 3.3).

Property 3.1. For any neural network N the following statements are satisfied:

1) groupoids ITG\S(N) and I\TG\S(J\/') are commutative and idempotent;

2) the tuple (&, ) is a neutral element of the groupoid A/G\S(J\/'),

3) the tuple (&, ) has the multiplicative zero property in the groupoid @(N),

4) the tuple ((My,...,My,),Syn(N)) is a neutral element in the groupoid @(N), where

(My, ..., M,) is the main tuple of neurons of the network N;
5) the tuple ((My,...,M,),Syn(N)) has the multiplicative zero property in the groupoid

AGS(V).

Proof. Commutativity and idempotency of the groupoids ./TG\S(N ) and I\TG\S(N ) is trivial follows
from (1) and (2).

Statements 2) — 5) follow from the definitions of the operations (+) and (x). Indeed, let
U = (X, Q) be an arbitrary element of the set KG\S(./\/' ) (hence, it is an element of groupoids
@(N) and l\fG\S(N)) We assume that (My,...,M,) is the main tuple of neurons in the
network N. Then the equalities

~

U+ (@,2)=(XUB,Que)=U, U+@,0)=(Xn2,Qno)=(2,9),

~

U ((My,..., My),Syn(N)) = (X N (M,..., My,),Q N Syn(N)) = (X,Q),

U+ ((My,..., M), Syn(N) = (X U (My,..., M), QU Syn(N)) = (My,..., M,), Syn(N))
show the validity of statements 2)-5). m]
Property 3.2. If X1UX5,Y1NY 5 € AGS(N), then for elements U, = (X1,Q1), U, = (X2,Q5)

of the groupoid ITG\S(N) and elements Us = (Y1, Wy), U, = (Yo, W) of the groupoid @(N)
the equalities hold

[71+[72=(Y1 +Y2,Q1UQ2), [73*(74:(?1 *?Q,WlﬁWQ). (3)

Proof. Since on the left side of the equalities (3) the operations (4) and (*) are operations of
groupoids AGS(N) and MGS(N), and on the right side these are groupoid operations AGS(N)
and MGS(N), then by equalities (1) and (2) the equalities are satisfied

_ X, UX,, QU ., ifXi1UX, e AGS(W PPN
(X14+X2,Q1UQ2) = (71 2@1UQ2) l oo V) = Uy + Us,
(@,@), lel UXQ %AGS(N)
- - X1NX2,Q1NQ2), ifX;NXyeAGSWN) ~ -~
(X1 Ko, Qun@o) = 4 L1 X2 @0 @) XN X, €AGSN) 5
(®7®), lel ﬂXQ%AGS(N)
which give equalities (3). a

__We define mapping ¥ : AGS(V) — AGS(N) as follows ¥((X,Q)) := X, where (X,Q) €
AGS(N) and X € AGS(N).
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Property 3.3. The following statements are true:

1) the mapping ¥ is a homomorphism of the groupoid KG\S(./\/') into the groupoid AGS(N);
2) the mapping ¥ is a homomorphism of the groupoid @(N) into the groupoid MGS(N);
3) the sets (ID(PTG\S(N)) = AGS(N) are equal.

Proof. Let
Ur = (X1,Q1), Uy =(X2,Q2), Us = (Y1,W1), Uy = (Yo, Wa)

these are arbitrary elements of the groupoids A/\GS(N ) and @(N ). We assume that X; U X5
and Y1 NY5 are continuous tuples (i.e. tuples from AGS(A)). Then, by virtue of the equalities
(3), the equalities

V(U1 40,) = V(X1 4 X2, Q1UQ2)) = X14 X2 = (X1, Q1)+ V((X2,Q2)) = (U, +¥(Us),

U(UsxUs) = W((V1 %Yo, WiNW)) =Y %Yy = U((YV1,W1)) % U((Va, Ws)) = U(Us) = U(Uy).
Let now the tuples X; U X5 and Y; NY5 not belong to AGS(N'). Then we have equalities

‘I’(ﬁl + ﬁ2) =VU((0,0) =0 =X1+Xo=U((X1,Q1)) + ¥((X2,Q2)) = \I/(ﬁl) + ‘I’(ﬁz)7

V(Us+Uy) =V((3,0) =B =Y1 %Yo =0((Y1,Q1)) * ¥((YVa,Q2)) = U(Us) * U(Uy).

These equalities show that ¥ is a homomorphism from statements 1) and 2). Statements 1) and
2) have been proven. Statement 3) follows from the definition of the set AGS(N). The property
is proved. O

Theorem 3.1. For any neural network N the following statements are equivalent.
1) The condition n(N') € {1,2} is satisfied.

2) The groupoid AGS(N) is associative.

3) The groupoid A/G\S(N) is associative.

Proof. Let us show that statement 1) is equivalent to statement 2). Let statement 1) be true.
Then for any X1, X2 € AGS(N) tuple X + X will be a continuous tuple (since there is no way
to get a discontinuous tuple). Therefore, for any Y1,Y 2, Y3 € AGS(N) the relations

(Y14+Y5)+Y3 = (Y UY)UY3 =Y UYUY3, Y +(Y2+Y3) =Y U(Y,UY3) =Y UY,UY3.

These relations show that the groupoid AGS(N) is associative. Therefore, the groupoid KG\S(J\/ )
is associative. Thus, from 1) it follows 2).

On the other hand, suppose that statement 2) holds and statement 1) does not hold. Then
n(N) > 2. In this case, for any network A it is always possible to specify three tuples X, Xo,
X3 for which the condition is satisfied X1 + (X5 + X3) # (X1 + X2) + X3. For example, you
can take tuples:

X, ={a},2,9,...,9), Xo=(2,{b},9,...,9), X3=(9,9,{c},...,2).

A contradiction has been obtained. It shows that from 2) follows (1). This means that statements
1) and 2) are equivalent.

Let us show that statements 2) and 3) are equivalent. Let statement 2) be true. The
groupoid AGS(N) is associative if and only if n(N) € {1,2}. Then, as noted above, for any
X1, X2 € AGS(N) tuple X; U X5 is a continuous tuple. Therefore, by virtue of the equality (3)
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for any elements U; = (Y1,Q1), Uy = (Ya,Q2), Us = (Y3,Q3) groupoid A/G\S(N) the following
relations hold:

((71 + [72) +Us = (YVi+Y2,Q1UQ2)+ (V5,Q3) =(Y1+Y2)+ Y3, (Q1UQ2) UQs) =

= (Y1UY,UY5,Q1UQUQs) = (Y1 + Yo+ Ys),Q1U(QUQs)) = Uy + (U + Us).

From this we obtain the associativity of the groupoid @(N ). Thus, from 2) follows 3).
Statement 3) implies statement 2). Indeed, since ¥ is a homomorphism of @(J\f ) into
AGS(N) and @(KG\S(N)) = AGS(N) (see property 3.3), then from the associativity of the
groupoid A/\GS(N ) implies the associativity of the groupoid AGS(N).
Statements 2) and 3) are equivalent. Since 2) is equivalent to 1), then 3) is equivalent to 1).
The theorem is proved. O

Remark 3.1. Statement 2 of [1] states that the groupoid AGS(N) is associative if and only if
N is a two-layer neural network. The discrepancy with the results of Theorem 3.1 is due to the
fact that in the work [1] single-layer neural networks were not considered. Taking this fact into
account, it can be argued that the results of Statement 2 of [1] and Theorem 3.1 are consistent.

Theorem 3.2. For any neural network N the following statements are equivalent.

1) In a neural network N = (M, ..., My, f,g,1), only the input layer M; and the output layer
M,, can contain more than one neuron.

2) The groupoid MGS(N) is associative.

3) The groupoid @(N) is associative.

Proof. Let us show that statements 1) and 2) are equivalent. Let statement 1) be true. If
n(N) € {1,2}, then for any X = (X1,...,X,,) and Y = (Y1,...,Y,) from MGS(N) the tuple
X NY is continuous. In this case, X *Y = X NY. Due to the associativity of the operation (N)
on sets, we have the associativity of the operation (N) on tuples from MGS(N'). Therefore the
groupoid MGS(N) is associative.

We assume that n(N) > 2 and X = (X1,...,X,), Y = (Y1,...,Y,) are two elements of the
groupoid MGS(N) such that the tuple X NY is not continuous. This means that the following
conditions are met:

(c.1) there is an index i € {1,...,n} such that X; NY; = &;
(c.2) there are indices u,v € {1,...,n} such that the conditions are satisfied

u<i<v, XyNYy, £, X,NY, £ 2.

From (c.2) the conditions follow: i # 1 and 7 # n. Condition (c.1) cannot be satisfied. Indeed,
since Statement 3) holds, then X; =Y; = {a}, where a is an element of layer M;. Thus, we have
shown that for any X and Y from The MGS(N) tuple X NY is continuous. Consequently, the
identity X * Y = X NY holds. Therefore the groupoid MGS(N) is associative. Statement 1)
gives statement 2).

Let us show that statement 2) implies statement 1). Let the groupoid MGS(N) is associative
and statement 1) does not hold. Since statement 1) does not hold, then n(A) > 2 and there is
an index i ¢ {1,n} such that layer M; contains more than one neuron. For any tuple Y from
MGS(N) we denote by K(Y) the s-th component of the tuple Y. For any network N with the
specified conditions, we can define tuples Y, Yo and Y3 from MGS(N) so that the following
conditions are satisfied:

Ki1(Y1) = {a}, Ki(Y1) ={b}, Kip1(Y1) ={c}, Ks(Y1) =2 (s ¢ {i—Li,i+1});
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Ki1(Ys) ={a}, Ki(Ya) ={m}, Kip1(Y2) ={c}, K(Y2) =@ (s¢{i—Li,i+1});
Ki—l(?3) = @, KZ(?g) = @, Kz'_;,_l(?g) = {C}, K;(?g) =9 (5 ¢ {l - ].,i,i + 1})
(CLEMz;l, b,m € M;, ceMi+1).

Then the equalities hold (Y1 *Y2)* Y3 =@, Y * (Y% Y3) = Y3. The equality data shows the
lack of associativity in the groupoid MGS(N) if |[M;| > 2 and i # 1,n. This contradiction shows
that statement 1) must be true if statement 2) is true. Statements 1) and 2) are equivalent.
Let us show that from statement 2) and 3) are equivalent. Let 2 be fulfilled The groupoid
MGS(N) is associative if and only if Statement 1) holds. Therefore, for any X, X5 € MGS(N)
tuple X1 N X5 is a continuous tuple. Therefore, by virtue of equalities (3) for any elements
(71 =(Y1,Q1), ﬁz = (Y2,Q2), [73 = (Y3, Q3) groupoid @(N) the following relations hold:

((71 xUs) % Us = (Y1 #Y2,Q1N Qo) % (V3,Q3) = (V1% Y2) % V3, (QiNQ2) NQ3) =

=(ViNnY2nY3,QiNQ:NQs) = (Y1 * (Yo xY3),Q1N(Q2NQ3)) = Uy * (Us + Us).

From this we obtain the associativity of the groupoid @(N ). Thus, from 2) follows 3).
Statement 3) implies statement 2). Indeed, since the groupoid MGS(N) is a homomorphic
image of the groupoid @(N ) (see property 3.3), then the associativity of hf(}\S(N ) implies
the associativity of MGS(N). Statements 2) and 3) are equivalent. Since 2) is equivalent to 1),
then 3) is equivalent to 1). The theorem is proved. |

4. Generalized subnets and subgroupoids

Theorem 4.1. Let N' be a generalized subnet of the neural network N'. Then the set @(/\/’)
has a subset T(N") such that this subset is a subgroupoid in the groupoid AGS(N) and a sub-
groupoid in the groupoid MGS(N). In this case, the isomorphisms hold

(T(N'), +) = AGS(N),  (T(N), %) = MGS(").
Proof. Let the tuple U = (X, Q) induce a generalized subnet A”. Let’s build a set
TN') = {(V,W) € AGSW) | V C X, W C Syn(N")}.

From the construction it is clear that T(N”) C @(J\f ) does not depend on the set ). The
set T'(N”) contains the tuple (&, ). Moreover, T'(N”) is closed under the operation (+) in the
groupoid XG\S(/\/' ). Indeed, if Ty, T, are two arbitrary elements from T'(A”), then at least one
of the conditions is satisfied: ﬁ + i’; = (9,9), ﬁ + j“; = ﬁ U j’; In both cases we have
TV +Ts € T(N"). Thus, T(N”) is a subgroupoid of the groupoid @(N) Similarly, we obtain
that T(N") is a subgroupoid of the groupoid MGS(N).

Let us show that (T'(N'),+) is isomorphic to A/G\S(/\/") Since U = (X, Q) induces a gener-
alized subnet N, then X is a continuous tuple. We assume that the first non-empty component
of the tuple X has number u, and the last non-empty component has number v. Since X is a
continuous tuple, the neural network N/’ has exactly v —u+1 layers (follows from the definition).
As before, let K,(Y) denote the s-th component of the tuple Y from AGS(N). Let us define a
mapping o : T(N') — @(/\/’ ") so that for an arbitrary element (Y, W) € T(N”) and arbitrary
s€{l,...,v —u+ 1} the equalities hold

a((Y,W)) = (a(Y), W), K(a(Y)):=Kups(Y), (4)
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where «(Y) is the first component of the tuple a((Y,W)) by definition. Since the tuple X is
continuous and by virtue of the construction of the set 7(Y), then for any Y € T'(N”) and an

arbitrary index d ¢ {u,u+1,...,v} we have K4(Y) = @. Therefore the a-images of two distinct
elements from T'(N') are different (« is injective). The surjectivity of « follows easily from the
definitions of the set T(A”) and AGS(A”). Thus, « is a bijection of the set T(N”) onto the set
AGS(N).

In what follows, operations in the groupoids AGS(A”) and AGS(A”) will be denoted by (+/).
Let (71 = (Y1,W;) and (72 = (Y3, Ws) be two arbitrary elements of T'(N”). There are possible
cases: either Y1 UY5 is a continuous tuple, or Y1 UY5 is not a continuous tuple. Let the first
case be true. Then the identity Y, + Yo = Y| UY5 is true, due to (4) tuple a(Y; UY5) is a
continuous tuple. In addition, for any index s € {1,...,v —u + 1} the following equalities hold:

(U1 4+ Us) = a((Y1,Wh) + (Yo, Wa)) = (Y1 4+ Yo, Wi UWa) = (Y1 UY5), Wy UW),

Ks(oz(?1 U?g)) = Ku-l—s—l(?l U?Q) = K’u+s—1(?1) U K’u+s—1(?2) Ké(a(yl)) ] Ké(a(?2))

From the last chain of equalities we obtain the condition a(Y;) U a(Y32) € AGS(N”) and the
relations
Oz(Yl U YQ) = O[(Yl) U O[(YQ) = OL(Yl) +, OZ(YQ).

Therefore we have the relations
a(Uy+0s) = (a(Y1UY ), Wi UWa) = (a(Y 1) Ua(Y3), Wi UWs) = (a(Y1)+ oY), Wy UWs) =

= (a(Y1), W) +' (a(Y2), Wa) = a(T)) + a(T>).

Now let Y; UY5 be not a continuous tuple. Then, by virtue of (4), we have the relations
(a(9),9) = (F,9), where (&, ) is a tuple in the groupoid AGS(N”).
Let there exist parameters d,m,k € {u,u+ 1...,v} such that the conditions

d<m<k, Kd(Yl U?g) = Kd(?l) U Kd(?g) #+ o, ch(?l U?g) = Kk(?l) U Kk(?g) #+ 9,

Km(?l U?Q) = Km(?l) U Km(?Q) =4d.

The last statement is a necessary and sufficient condition for the fact that Y, UY 5 ¢ AGS(N).
From the given equalities we derive the conditions

Kg—ui1(a(Y1)) U Ki—ui1((Y2)) = Ka(Y1) U Ka(Y>2) # 2,

Kiut1(a(Y1)) U Kguy1((Y2)) = Kp(Y1) U K (Y2) # 2,
Km_u+1(a(?1))UKm_uH(a(?g)) = Km(?l)UKm(?Q) =0, d—u+l<m—-u+l<k—u+l.
Therefore, the equality a(U;) +' «(Us) = (@, @) holds. From here we get

a(U1 +0s) = a((Y1, W) + (Y2, Wa)) = a((B, 2)) = (a(B), 2) = (5,2) = a(U1) + a(T).

This means that « is an isomorphism of the groupoid T'(N’) and @(N .

Similarly, it is proved that « is an isomorphism between the groupoid (T'(N'),x) and
I\TG\S(N ). Indeed, in the above reasoning, the operation (U) must be replaced by the oper-
ation (N), and the operation (+’) by the operation (%), which is an operation in the groupoid
@(N "). The theorem is proved. O
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The problems below are of interest.

Problems 4.1. Describe all subgroupoids H of the groupoid X (N') such that H = Y (N”) for a
suitable generalized subnet N/ networks N, where:

(a) X(N) := AGS(N), Y(N') := AGS(N');  (b) X(N) := MGS(N), Y(N') := MGS(\").

Problems 4.2. Describe all subgroupoids H of the groupoid X (N') such that H is not isomorphic
Y (N) for any generalized subnet N/ of the A/ network, where:

(a) X(N) := AGS(N), Y(NV') := AGS(N');  (b) X(N) := MGS(N), Y(N') := MGS(\").

Solutions to problems 4.1 (a) and 4.2 (a) will give a description of all subgroupoids of the
groupoid AGS(N) (similar, problems 4.1 (b) and 4.2 (b) give a description of all subgroupoids
of the groupoid MGS(N)).

Problems 4.3. Give a description of all subgroupoids of the H groupoid KG\S(N ) such that H
is isomorphic AGS(N”), where N’ is the appropriate neural network. A similar question for the
groupoid MGS(N).

In the above problems, a description of subgroupoids is understood as a description that
provides information about what elements a subgroupoid with the desired property contains.

Problems 4.4. Describe all pairs of neural networks (A, K) for which isomorphism holds: a)
AGS(NV) 2 MGS(K); b) AGS(N) 2 AGS(K); ¢) MGS(N) = MGS(K).

Problems 4.5. Give an element-by-element description of the monoids of all endomorphisms of
the groupoids AGS(N) and MGS(N).

Problems 4.6. Give an element-by-element description of the sets of all congruences of
groupoids AGS(N) and MGS(N).

Problems 4.5 and 4.6 are closely related (the connection between endomorphisms and congruences
of universal algebras is well known; see, for example, the homomorphism theorem).

This work is supported by the Krasnoyarsk Mathematical Center and financed by the Ministry
of Science and Higher Education of the Russian Federation (Agreement no. 075-02-2024-1429).
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O HEKOTOPBHIX KOMMYTATUBHBIX U MJIEMIIOTEHTHBIX KOHETHBIX
rPyIIonjiax, CBA3aHHBIX C NOJACETAMU MHOT'OCJIOMHBIX
HENPOHHBIX CETEN MPAMOro PacIPOCTPAHEHUS CUTHAJIA

Annppeit B. JIutaBpun

Tarpsina B. MouceenkoBa
Cubupckuii peiepabHbIil yHUBEPCUTET
Kpacnosipck, Poccuiickas @eneparnus

Awnnoraiusi. B pabore nsydaroTcss KOMMYTaTUBHBIE U UAEMIIOTEHTHBIE KOHEYHBIE IPYIIIONIbI, KOTOPHIE
CBA3aHHBI C HOJICETAMN MHOTOCJOWHBIX HEHPOHHBIX CEeTell NMPSAMOTO paCHpPOCTPAHEHUs CUTHAJIA (,/:Lanee,
IPOCTO HEHPOHHBIE ceTH ). Paree BBOIMIIOCH IIOHSTHE IIO/ICETU HEHPOHHOM ceTu. B mannoit pa6ore BBOANT-
cs IOHATUE ODOOINEHHOM MMOJACETH HEWPOHHOM ceTh. DTO MOHsTHE 00600IIaeT paHee BBEIEHHOE MOHSITHE.
[TosrygenHble TPYIIONIBI IOy YatOT Ha3BaHWe OOOOIEHHBIX TOJCETEN 3aaHHON HeliponHoit cetu. Jlan-
HBIE TPYIIION/IbI MOJIEJIUPYIOT OObeIMHEHNE U TlepecedeHne 0000IEHHBIX I0/ICeTel HEKOTOPOH HEHPOHHOM
ceTu. BbIsiBJIEHBI yCJIOBUSI, KOTOPBIM JIOJIZKHA YJIOBJIETBOPATH APXUTEKTYypPa HEWPOHHOM CeTH, YTOOBI aI-
JQUTHUBHBIN TPyNIIoOn 060OIIEHHBIX MOceTelt ObLT acconmaTuBeH. [Lo/ryaeHbl yCIoBHst, KOTOPBIM JIOJIZKHA,
VZOBJIETBOPSATH APXUTEKTYPA HEHPOHHON CeTH, 9TOOBI MYJIbTUILINKATABHBII I'PYIIION T 000OIIEHHBIX O~
cereil 6T accoraTuBeH. V3y4daloTcs MOArpyHIou bl IOCTPOEHHBIX I'PYIITON/IOB.

KuaroueBrbie ciioBa: rpymnmouns, MHOTOCTOWHAsT HEHPOHHAS CETh MPSIMOTO PACIPOCTPAHEHUsI CUTHAJIA,
IIO/ICETh MHOI'OCJIOMHON HEMPOHHOU CeTH NPAMOro pacHpOCTPAHEHUs CUTHAJIA, aJJATUBHBIA I'DYIIIIOU,
00OOIEHHBIX TOJICETEH, MYJIbTUILINKATUBHBIN IPYIIION ] 0O00IIEHHBIX TT0/IceTel, 0000IIeHHAs TTOJACETh.
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Introduction

Equations of linear elasticity theory were presented in the works of A.Cauchy, L. Navier,
B. Saint—Venant and others as early as in the 19 century. Since then, attempts have been made
to build solutions of the initial and boundary value problems. General solutions for equations of
elasticity theory in a dynamic were built by G.Lame, P.F.Papkovich, H. Neuber, M. Yakovak,
N.I. Ostrosablin and some others [1-3]. But according to the words of S.L.Sobolev " ...the
knowledge of general solutions, with rare exception, gives nothing for solving important particular
problems, ..., because we get, while solving these particular problems, a system of so complex
functional relations for arbitrary functions that their finding is practically impossible [4]". To
solve the elasticity theory problems a greate variety of contemporary mathematical methods are
used. Thus, methods of group analysis of differential equations were used [5-8 and the references
therein]. The theory of symmetries allowes one to build vast classes of invariant and partially-
invariant solutions which describe stress-strain state of elastic medium.
Symmetries, by virtue of their locality, are not appropriate for solving initial and boundary value
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problems. Here, conservation laws are more suitable for solving boundary value problems [9, 10
and the references therein]. In fact, conservation laws were used for solving linear equations
by B.Riemann and V. Volterra [11]. It is known [12] that equations of elasticity theory can be
presented with the use of group fibration in the form of a combination of two solution-equivalent
systems of first-order differential equations: resolving system and automorphic system. This fact
turned out to be very useful for constructing conservation laws and solving Cauchy problems
with their use.

In this article the conservation laws are built for the resolving system of differential equations
of elasticity theory which gave an opportunity to solve Cauchy problem for this system in the
form of surface integrals over the boundary of an elastic body. Further, Cauchy problem for the
automorphic system is solved. This allows one to build the solution of the initial problem for
the equations of elasticity theory in a dynamic case.

1. Preliminaries
Let us consider the equations of elasticity in a plane case

W = (A + 2 wgy + pvy, + (A + pw,, ,
2 _ 2 1 1 ( )

where ),y are Lame constants, w!, w? are components of displacement vector, density is equal

to one. On the plane ¢t = 0, the Cauchy problem is set

w1|t=9 = fl(xay)7w2|t=9 = f2(m7y)

wili—o = g (x,y), wi|i—o = ¢°(z,y).

(2)

If functions f?, ¢* are continuous together with their derivatives on the plane ¢ = 0 then all
derivatives of functions w', w? in any direction are known on this plane. It is known that system
of equations (1) is of hyperbolic type and it has characteristic surfaces defined as w(t, z,y) = 0

which satisfy the following equation [10]
[+ 20) (wf +wy) — willp(w; +wy) —wi] =0. (3)

It is known [4, 5] that system of equations (1) allows a group of point symmetries generated by
operators
X1 =0z, Xo=0y, Xo=0,
Z = y0y — 20y + w201 — w2, (4)
Py = w'0un + w?0y2, Py, = h'Op1 +h*0y2, R=20,+ yOy + Oy,

where h', h? — arbitrary solution of equations (1). The presence of operator P, = h'0,1 +h?0,,2
allows one to perform group fibration of system of equations (1) [4, 11], that is, to present
it in the form of automorphic and resolving systems of equations. Let us consider operator
P, = hyOyr + hyOy2, where h is arbitrary harmonic function. Invariants of operator P, are
t,x,y.

Let us extend operator P, on the first-order derivatives [4]

Pw = hOy1 + hOy2 + hm(ﬁw; - 8w2) + hy(awl + 811;2)-
1 Y “ Y z
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Differential invariants of the extended operator are

1 2

1 2 2 1
Wiy Wy, Wy + Wy, W

o — Wy

Assigning differential invariants to be functions of invariants, one can obtain the automorphic
system

w} =u(t,r,y), w?=ov(t,z,y), 0t z,y)=w+ wz, w(t,z,y) = wi’w;. (5)
Conditions of compatibility of equations (5) lead to the resolving system
U = (A+20)0; — pwy, ve = (A4 2)0y + pwe, O = uy + vy, Wi = vy — Uy. (6)

Solution of Lame system of equations (1) is equivalent to solution of systems (5), (6) [5,6]. Using
initial conditions for equations (1), it is not difficult to obtain initial conditions for the functions
included in equations (5) and (6):

9|t:0 = axfl + ayf27 W|t:0 = 8If2 - 8yfl, U|t:0 = 91, U|t:o = 92- (7)

2. Problem formulation

Let us find the conservation laws for the resolving system of equations. This allows one to
solve Cauchy problem (7) for equations (6). Further on, using (5), one can solve Cauchy problem
(2) for equations (1).

3. Conservation laws for resolving system
Let us consider system of equations (6) in the form
Fy =u — (A4 2p)0; + pwy =0, Fy =v, — (A +2p)8, — pw, =0,
F3:0t—ux—vy:(), F4:wt—vx+uy:O.
Definition. Expression of the form
4 .
Ai+ By +Cy =Y p'F, (9)
i=1

is called the conservation law for system of equations (8). Here p’ are some linear differential
operators that are simultaneously not identically zero. Vector (A, B,C) is called conserved
current for conservation law (9).
More general definitions of conservation laws can be found in [8,9 and the references therein].
Let us assume that conserved current is written as
A=oalu+plo+~10+ 6w,
B = a*u+ %0 + %0 + 6%w, (10)
C =dPu+ v ++%0 + 5w,

where o, 8%,~%, §° are smooth functions that depend only on ¢, z, y.
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Note. System of equations (8) also has other conservation laws by virtue of linearity. However,
for our purposes it is sufficient to have conservation laws with conserved current in form (10).
Let us substitute (10) into (9). Then a first-degree polynomial with respect to derivatives
Ug, Ug, - - ., wy and required functions u, v, §,w is obtained. Setting coeflicients at these variables
equal to zero,one can obtain

al = p17 OéQ = _/027 043 = _p4a 51 = sz 52 = _p4a 63 = —[)3,

(11)
Y =0 ==+ 2u)p, P =—(A+2u)p?, 0" =pt, 6 =—pp?, & = —pp".

a%_7;+5ézovﬁg_6;_’y;:03
Y — (A +2p)ay — (A +2p)8, =0, (12)
8¢ — ufy + pey, = 0.

It follows from (10)—(12) that conserved current is written as

A=oa'utplo+~10+ 5w,
B=—y'u—v—(\+2u)a0 — pplw, (13)
C=8u—~yvw—(\+2u)p'0 + po'w.

It follows from (12) that (y!,d) is an arbitrary solution of equations of elasticity (1).
Let us find the solution of equations (1) in the form of Lame

V=0, + 0, i =d,-T,, (14)
where ®, U are arbitrary solutions of equations
(A +20)(Paz + Pyy) — it =0, (15)

First, let us find the solution of equations (1) in the form
V=, §' =2, (17)
Then it follows from (12) that
aj =0, B =@u/(A+2p).
Further on, it is assumed that
al =0, B'=d,/(\+2pu). (18)

Let us find the solution of equation (15) in the form of Kirchhoff

® = LGt =t + (VAT 1)+ Golt —to— (VXTI ),

where r = \/(1‘ —20)>+ (y—10)%,  (to, 0, y0) is some point such that to # 0. Let us assume

that
Gi=(t—to+(VA+2)7 )" Go=—(t—to— (VA+2u)" ), (19)
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wheren € R, n > 1.
Then

7= T o+ (VA2 T (o — (VAT 2 T )
_U @ =) (VAT (g (RT3 )t — (VAT 2 ),

5= Lty (VAT )T (0 o — (A 2) ) 20
-1

VALt 4+ (/320 )" (6 to — (VA 2,

B = r((ij;;l,i)((t —to+ (VA+20) 7"+ (=t = (VA+20)TI)"), el =0,

Now let us find the solution of equations (1) in the form
YV =w,, & =-U, (21)

Then from (12) it follows

BE=0, aj =Tyu/p
Further on, it is assumed that

Bl=0, o'=",/p (22)
Let us find the solution of equation (16) in the form of Kirchhoff

® = L (Galt—to+ (V) )+ Galt — to — (V) M0)

Let us assume that

Gz=(t—to+ () ' r)'*™, Ga=—(t—to— (vVu) 'r), (23)
where m € R.
Then
o= =T (o (V)T (= o — (V) ')
1
LA mE 2Dty 4 (v -t - (V™).
o = Lt~ to + (V) I — (t— to — (Vi) i) ) - (24)
(1 + m)(fi* yo)\/ﬁ((t —to+ \/ﬁr)m + (t —tg — \/ﬁ,,,)m)’
at = P g+ (V)™ (-t - (VM. 6 =0

4. Solving Cauchy problem for resolving system
of equations

Characteristic cones with the origin at the point (tg,zg, yo) are shown in Fig. 1. The lateral
surface of the outer cone is given by the equation

Si: (A 2u)(t —to)? = (x — x0)* — (y — %0)* =0, (25)
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and the lateral surface of the inner cone is given by the equation

Syt p(t—to)* = (z —20)® — (y — y0)*> = 0. (26)

(Xo, Yos to)

X

Fig. 1. Characteristic cones

Intersections of cones (25) and (26) with the plane ¢t = 0 are circles S5, S4. Initial conditions
on functions u,v, 6, w are given inside these circles.
Let us consider domain V; bounded by surface S; and by plane ¢t = 0. Then it follows from (9)
that

/// (A; + B, + Cy)dzdydt = 0. (27)
Vi

Let us consider cylinder T. of radius (x — x9)? + (y — yo)? = &2 inside the outer cone as shown

in Fig. 2.

(%o, Yo. to) (X0, Yo, to)

2>
|

Fig. 2. Solving the Cauchy problem to find 6(xq, yo, to)

Functions o', 81,4, 8! have no peculiarities inside the domain bounded by surface Si, by
cylindrical surface T, and by plane ¢ = 0. Using the Gauss—Ostrogradskiy formula, one can
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obtain from (27) that
/// (Ay + By + Cy)daxdydt = // Adzdy + Bdydt + Cdtdx+
VI\Te S1

+ // Adzxdy + Bdydt + Cdtdxz+ // Adzxdy + Bdydt + Cdtdx = 0.
S3

T.

(28)

By virtue of choosing function ® the integral [[ Adzdy + Bdydt + Cdtdz = 0. It is not difficult

S1
to see that the integral [[ Adzdy + Bdydt + Cdtdz has no peculiarities. That is why, it is
S3

necessary to calculate only the integral
// Bdydt + Cdtdx (29)
T

on the assumption that e is small. Assume that © — xg = €cos¢, y — yo = esin¢g. Let us
substitute these expressions into (29) and obtain

// Bdydt + Cdtdx =
T.
to 27

:/gdt/((—fylu—élv — (A +2u)at0 — pBtw)cos g — (6 u — y'v — (A +2u) B0 +patw) sin ¢)do.
0 0

Since
1 2cos ¢

e/ F2p
_ 2sin ¢
EVA+ 20

1 _ 2 o n 1 _
a 77m(n+1)(t to)" +o(e), 8" =0,

~ (2n+1)(t —t9)" + o(e),

ol = (2n 4+ 1)(t — to)™ + o(e),

it follows that

// Bdydt + Cdtdr =
T:
to 27 27
= —(A+2p)/0 (/0 (' cos ¢ + B sin¢)dq5—u/0 w(B cosp — at sinqb)dgi))dt—

to
=2m/ A+ 2/1(2’17, + 1) / (t — to)ne(l'o, Yo, t)dt.
0

The last expression is obtained with ¢ — 0.
Finally, it follows from (28) and (29) that

to
2m/ A+ 2u(2n + 1) / (t —t0)"0(xo, yo, t)dt = // Adzdy.
0 5
Differentiating the last expression with respect to ¢y, one can obtain that
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1 0

0(xo,yo,to) = —_— Adxdy, 30

(%0, Yo, t0) 2l + 1) %A-FQuato/ xdy (30)
S3

where A = atu + Blv ++0 + 6w,

" () o) )
e (a5 ) (o))

et () o) )
Pt (e )+ (o))

) (o " FY
g = —to)] —| —to— = , o =0.
r(y 4+ 2) \\VA+ 2 VA+2u
Now let us perform the same procedure for the inner cone but for solutions (20), (21) and obtain

1 0
w(xo, Yo, to) = 27r(n+1)\/ﬁato/ Adzxdy, (31)
S3

where A = alu + B'v ++'0 + 6w,

() () )
ool ()

x— r tm P\
r= () m‘(‘“‘m) m)‘
o A

A

Now, taking into account (30)—(31) and initial conditions (2)

up = (A +20)00 — pwy, ve = (A +2p)0y + pws

, one can obtain from (6) that

t t
wi=u= / (v +21)05 — pwy)dt + g (z,y), w; =v = / (v +20)0y + pwz)dt + g*(z, y).
0 0

Taking into account (5) and initial conditions (2), one can finally find that

w —/ udt = / (/ ((v+2u)0, —uwy)dt>dt+gl(x,y)t+fl(x7y), )

w2:/0 vdt:/o (/0 ((A+2u)9y+uwm)dt)dt—kgz(x,y)t+f2(x,y).
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Relations (32) provide the solution of Cauchy problem for system of equations (1).

Note. The method of solving Cauchy problem stated in this paper can be used with some
modifications to solve three-dimensional dynamic problems for equations of elasticity. This will
be performed in the following works.

This paper was carried out by the team of the scientific laboratory “Smart Materials and

Structures” within the state assignment of the Ministry of Science and Higher Education of the
Russian Federation for the implementation of the project "Development of multifunctional smart

materials and structures based on modified polymer composite materials capable to function in
extreme conditions"” (Project no. FEFE-2020-0015).

References

1]
2]

13l

4]

[5]

[6]

7]

18]

19]

[10]

[11]

[12]

V.Novatsky, Theory of elasticity, Novosibirsk, Nauka, 1983 (in Russian).

N.I.Ostrosablin, Symmetry operators and general solutions of equations of linear theory of
elasticity, Applied Mechanics and Technical Physics, 36(1995), no. 5, 98—104.

N.I Ostrosablin, General solutions and reduction of systems of equations of linear theory
of elasticity to a diagonal form, Applied Mechanics and Technical Physics, 34(1993), no. 5,
112-122.

S.L.Sobolev, Equations of mathematical physics, Moscow: State Publishing House of Tech-
nical and Theoretical Literature, 1956 (in Russian).

L.V.Ovsyannikov, Group analysis of differential equations, Moscow, Nauka, 1978 (in Rus-
sian).

B.D.Annin, V.O.Bytev, S.I.Senashov, Group properties of elasticity and plasticity equations,
Novosibirsk, Nauka, 1983 (in Russian).

S.I.Senashov, I.L.Savostyanova, On elastic torsion around three axes, Siberian Journal of
Industrial Mathematics, 24(2021), no. 1, 120-125 (in Russian).
DOTI: 10.33048/sibjim.2021.24.109

B.D.Annin, V.D.Bondar, S.I.Senashov, Determination of elastic and plastic deformation
regions in the problem of uniaxial tension of a plate weakened by holes, Siberian Journal of
Industrial Mathematics, 23(2020), no. 1, 11-16 (in Russian).

0.V.Gomonova, S.I.Senashov, Group analysis and exact solutions of the equations of plane
deformation of an incompressible nonlinear elastic body, Applied Mechanics and Technical
Physics, 62(2021), no. 1, 179-186 (in Russian).

0.V.Gomonova, S.I.Senashov, O.N.Cherepanova, Group analysis of ideal plasticity equa-
tions, Applied Mechanics and Technical Physics, 62(2021), no. 5, 208-216 (in Russian).

V.I.Smirnov, Course of Higher Mathematics, Moscow, Nauka, 1981 (in Russian).

V.Yu.Prudnikov, Yu.A.Chirkunov, Group bundle of Lame equations, Solid State Mechanics,
22(2009), no. 3, 471-477 (in Russian).

- 79 —



Sergei 1. Senashov ... Solving Cauchy problem for elasticity equations. ..

Pemenne 3amaun Konm ajiss ypaBHEeHUT yIIPYyTOCTH
B ILJIOCKOM JMHAMMYECKOM CJIydae

Cepreii 1. Cenaimion

HNpuna JI. CaBocTbsiHOBa

CI/I6I/IpCKI/II‘/'I FOCy,HapCTBeHHbeI YHUBEPCUTET HAYKH U TEeXHOJIOTUI UMEHU aKaJleMHuKa M. ©. PemeTHeBa
Kpacnosipck, Poccuiickas @eneparus

Oabra H. YepenanoBa

Cubupckuit de1epalibHbll YHUBEPCUTET

Kpacnosipck, Poccuiickas @eneparnus

Awnnoranusi. PaccMOTpeHbl ypaBHEHUsI YIPYTOCTH B IJIOCKOM JUHAMHUYECKOM CJIydae. ITa CHCTEMA
3aMeHeHa PaBHOCHUJIBHON cucTeMOil nmddepeHInaIbHbIX YPAaBHEHN IePBOr0 MOpsiAKa. PaBHOCHIbHAS
CHCTEMA €CTh I'PYIIIOBOE PACCJIOEHHE UCXOIHON CUCTEMbl ypaBHEHUU, OHA SBJSETCS OO0beIMHEHUEM Pa3-
pemratorieit u aBroMopdHBIX cucrem. J[st pa3pernatoreii CHCTeMbl YpaBHEHUN HailIeHbI ClielnuabHbIe
KJIACCBhI 32aKOHOB COXPaHEHMsI, KOTOPbIE TTO3BOJIMIN HAUTHU peIlleHre UCXOIHbIX YPaBHEHUI B BUIE TOBEPX-
HOCTHBIX MHTEerpaJIoB 110 TPpaHUIle YIPYIroro Teja.

KirodeBrbie ciioBa: ypaBHeHHsI yIPYTOCTH B IJIOCKOM JMHAMHYECKOM CiIydae, 3afada Korrmm, 3aKoHb
COXPaHEHHHA, TOUYHbIE DEIICHIS
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Spatial selection methods are currently considered the most effective methods of dealing
with interference [1-4]. In this case, the maximum immunity to radio interference in the useful
signal band is determined by the dynamic range of the radio path and the analog-to-digital
converter.These elements must maintain linear operation at the maximum permissible radio
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interference power. Only in this case will the signal and interference be successfully converted
into digital form and it will be possible to use methods for optimal filtering of useful signals
and spatial selection of interference.If the power of the interfering signal is too high, the radio
path cannot operate in linear mode and the receiver is practically blocked. In this case, optimal
filtering or frequency division of signals does not help in suppressing interference. Expanding
the dynamic range of the radio path and ADC is one of the main conditions for creating noise-
resistant radio equipment [5,6]. The effectiveness of interference suppression by spatial selection
methods is largely determined by the degree of interference correlation between the receiving
channels of the adaptive antenna array. This explains the high requirements for the identity
of frequency and phase characteristics of receiving channels, nonlinearity parameters of paths,
accuracy of calculation of weight coefficients and other decorrelating factors. In this case, the
interference suppression coefficient in the adaptive antenna array depends on the modulus of the
interchannel interference correlation coefficient. The closer the correlation coefficient is to unity,
the higher the interference suppression coefficient [7]. Many methods for improving the noise
immunity of radio devices are aimed at equalizing the characteristics of receiving channels. This
is the equalization of time delays between antenna elements, taking into account the geometry
of the location of antenna elements and the wave front of received interference oscillations, and
correction of the frequency characteristics of receiving channels [8,9].In addition, to form the
required shape of the radiation pattern in the antenna array, it is necessary to take into account
all the delays that arise in the receiving paths, starting from the feeds to the beamforming device,
with an accuracy of several degrees in the phase of the carrier frequency [10,11]. In a number
of practical cases, it is quite difficult to ensure the fulfillment of the listed conditions, which
inevitably entails a decrease in the efficiency of the adaptive antenna array. It is required to
evaluate the impact of differences in the characteristics of receiving channels on the efficiency of
interference suppression. This assessment will make it possible to justify the requirements for
the permissible difference in the characteristics of the reception channels of the designed radio
devices.

1. Mathematical description of the model of receiving
channels of an adaptive antenna array

The block diagram of the model of the receiving channels of the adaptive antenna array and
the assessment of the differences in their characteristics is shown in Fig. 1

Here it is assumed that the N-dimensional vector of complex amplitudes of a mixture of
interference and internal noise y(t) = {y;(¢)}}¥,, processed during spatial filtering, is the result of
transforming the components of the interference vector from the output of the adaptive antenna
array yaaa(t) = {yff AA)(t) N_, in N linear filters having different impulse characteristics
Um(t),m € 1, N. This difference in impulse characteristics decorrelates the interference in the
receiving channels, as a result of which the possible level of their compensation is reduced.
Assessing the impact of differences in the impulse characteristics of linear filters on the achievable
level of noise compensation is the goal of further analysis.

Vectors y(t) and y 44 4(t) are related to each other by equalities
y(t) = / D(7)yaaa(t — 7)dt, (1)
where D(t) = diag { v,,(t)}Y_; is the diagonal matrix of impulse characteristics of receiving
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Adaptive array Spatial signal
antenna outputs ~ processing system

(AAA) t y (t)
¥ . ") i)
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processing system

)

Adaptive antenna array
Output signals of the spatial

yN(tl

Y

v,(?)

Fig. 1. Block diagram of the model of the receiving channels of the adaptive antenna array and
assessment of the differences in their characteristics

channels. By integral of a vector we mean a vector of integrals of its elements. The correlation
matrix of the vector y(t), which determines the achievable level of interference compensation, in

accordance with (1) is equal to:

® = {pg}pger = YOy () = / / D(7)®a44(7,5)D*(s)drds (2)

where

D uaa(1,8) =yaaa(t —7) (yaaalt—s)) — (3)

correlation matrix of vector y 4 44(¢) output signals of adaptive antenna array modules.
In the case under consideration, this vector corresponds to a mixture of Gaussian noise and
stationary noise with a zero average value and a correlation matrix

@AAA(T,S):QAAA (5(7’—8) (4)

where () is the delta function. Under these conditions, the correlation matrix (2) has the form

® = {pg}p g1 :/ D(s) ® 444 D*(5) ds, (5)
o= [ ) #5A Ui (5) ds = oA agpg € L, ©)
A={aphfomi = [ VOV @Ot = [ w0 (7)

It follows that each element of the correlation matrix is equal to the product of the corre-
sponding elements of the correlation matrix (2) of the vector y 444 (t) and the correlation matrix
(6) of the vector v(t) = {v,(t)} N_; of the impulse characteristics of the receiving channels.
Therefore, the matrix ® is the Schur-Hadamard product of the matrices ® 444 and A, which is

usually denoted as
P =P a4 A. (8)
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In the particular case of identical impulse characteristics vy, (t) = vo(t), m € 1, N, when

=w(t) e
e [1 1,...,1],
A=c- ee” (9)

¢= / vo(t) P,

matrix (4) is proportional to matrix (3), due to which the achievable interference suppression
coefficient remains the same as when using directly the vector of output signals y 4 44(t) of
the adaptive antenna array modules. However, in real conditions, the impulse characteristics
of receiving channels are not identical, and the loss of the interference suppression coefficient
is determined by matrix (7). This matrix depends on the magnitude of the differences in the
impulse characteristics of the receiving channels of the antenna array.

2. Estimation of the dependence of the interference sup-
pression coefficient on the magnitude of the differences
between the characteristics of the receiving channels of
the antenna array

Quantitative estimates of the influence of differences in impulse characteristics on the noise
suppression coefficient were carried out for the case of Gaussian impulse characteristics of the
form

Vi (t) = exp(—7 - F2 - (t — 7)) -exp(j -2 (fo+6fm) (t—Tm)), m€1, N  (10)

whose parameters are:

- F,, = 1/T,, — the width of the frequency response (bandwidth) of the m-th filter at
level exp(—n/4) ~ 0.456 from the maximum, inverse to the time length T, of its impulse
characteristics at the same level;

- Tm, — delay associated with the "electrical length" of the m-th reception path;

- 0 fy — shift of the center frequency of the m-th filter from the value fy.

An additional parameter of the m-th filter in the general case is also its gain ¢,,. However,
it does not affect the desired level of achievable interference suppression coefficient Kjg, which,
when protecting the first (main) channel by a system of N = N — 1 auxiliary (compensation)
channels, is equal to

Kis = pniwii, (11)

where wy; is the first diagonal element of the matrix inverse to the correlation matrix (2), (8)

V= {qu};lxq:l =" (12)

Indeed, let the impulse characteristics of the m-th filter be equal to Dy, (t) = ¢, -V (t), then the

corresponding impulse characteristics vector is equal to 7(t) = C-v(t), where C = diag{c,, }_;
- - o

is the real diagonal gain matrix. In this case, the matrix A a is equal to A = [ D(t)0*(t)dt =

— 00
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= C~f&-C, so the ma}trices & and ¥ are respectively equal to o= {gépq}f,\fq =P 40A =C-B.C
and ¥ ={@,,} =@ '=C1.¥.CL

The corresponding value of the achievable interference suppression coefficient (11) in this
case is equal to f(js =11 W11 =C - P11-C1 - 01—1 - 011 - cl_1 = @11 - w11 = K19 and, therefore,
coincides with the value obtained without taking into account different gain factors. Therefore,
in what follows, impulse characteristics of the form (10) are used without unimportant additional
amplification parameters.

Under these conditions, the elements of matrix (7) are equal

Qpq :/ Ipq(t) dt,

Ipq(t) = vp(t) - V; (t) = exp(—spq(t)) - exp(j - 2 - 7 - @pq(t)),
Spq(t) :W’(Fg'(t_Tp)Z +F¢12'(t_7q)2) =
F2.F?

LA =
Fp + Fq

=m (F2+F2)-(t-b)"+
Fq2 Ty +F§'Tp
F2+F?2 7

Ppq(t) = (0fp —0fq) -t +0fg-mp—0fp - 7q.

Using the well-known integral

b=

o

/DO exp(—a-z?)exp(—j - B - x)dx = /

—00 —00

exp(—a- ) - cos(8 - 2)dr = \/7/a - exp <'_ BQ)

4a

the elements of matrix (7) can be written in the form

2
c g'Vg(Xp_Xq)Q‘F(,up_.uq))x

v
apqz-exp<—7r-
JF2 + F2 vptyg
(Vs pq +vg  11p) - (Xp = Xq) (14)
v+ vl ’

><exp<—j-27r-
que]-j N?

where v, = F,/Fy = 1+ ep, pp = 6fp/Fo, Xp = 7p/T0, p € 1, N are the relative values of the
corresponding filter parameters, c is a constant that does not affect the level of noise suppression.
It is convenient to choose it so that, with the same filter parameters of all channels with nominal
parameters, when Fq2 = Fg = F2, vp =1, ptp = pg =0, 7, =74, p,q € 1, N the value of a = 1.
This is done at the value ¢ = +/2 - Fp, at which

2

V2 Vq2'V;2;(Xp_Xq)2+(Np_Nq)

Upg = ——=-€xp| — 7" - X
,/yf—l—yg Vp TV

Xexp(—j~2ﬂ'-

(Vg ‘gt V{? “fip) - (Xp — Xq) (15)
V242 ’

p,gel, N

The last formula, together with (8), (11), (12), allows us to obtain quantitative values of
the interference suppression coefficient for arbitrary values of the parameters of the impulse
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characteristics of the filters (Fig. 1) of the receiving channels of the antenna array. In the general
case, these parameters are random, so the values of the corresponding suppression coefficients
(11) obtained on their basis are also random. What is practically important is its average value
Kis = 11 -wi1 over the set of filter parameters, which depends on their distribution laws.
Below are the results of its assessment, obtained under the assumption that these parameters are
mutually independent and have normal (Gaussian) distributions with zero means and variances
o2, ai, 0'>2< respectively.

Fig. 2 and 3 show the dependence of the magnitude of the decrease in the average interference
2 2 2 2

suppression coefficient Ky from n = 2 to 5 active jammers on the dispersion o2 = 0,=0y=0
of the parameters of the differences in the characteristics of the receiving paths:
KIS(kmaxa Emax) —1 R
0= - - KIS(kmaxa gmax) = (kma)ngmax) . Z Z KISk:,Z (16)

K
ISav k=1 (=1

The terms of the sum in (16) are the values of the interference suppression coefficient for
the k-th (k € 1, kae = 500) implementation of a random set of parameters for differences in
the characteristics of receiving paths with a given dispersion in the ¢-th (¢ € 1, £q. = 1000)
version of the random location of interference sources in space.The denominator (16) Krsa.
corresponds to the average value of the interference suppression coefficient over the £,,,,, positions
of active jammers under hypothetical conditions of complete coincidence of the characteristics
of all receiving channels and the nominal value of their parameters v, i, Xp. The ratio of the
total interference power to the internal noise power in the main reception channel is n = 20dB
(Fig. 2) and n = 30dB (Fig. 3).

5} _0:020.04 0.06 0.08 o 4 0020.040.06 0.08 o 4 0.020.04 0.06 0.08 ¢ s} 002004006 0.08 o
> = > 3 > = >
dB| e~ dB| N, /\\ dBf N, 7\\ dB| N, I~
-1 Lok -1 B\ R

M \& ________ M\ —~ 41)‘ ‘i;‘«:) N~ 41) \;:‘~ I~
2 =3 e 2 RS 2 s 2 e

23 N 28 AN ><
-3 A N -3 - 3= 5 -3 23/
4 4.5 4 5/ 4 B
; - ) s, - 6 @ .\" -4 6743

-5 -5 -5 -5

K,;,=20.21 dB K,,=19.52dB| 1] Ky, t18.75dB| 7 /| K,,=17.94dB| 7/
-6 -6 -6 6L —

Fig. 2. Dependence of the magnitude of the reduction in the interference suppression coefficient
on the dispersion of differences in the characteristics of receiving channels (n=20dB) : a —n=2;
b—nm=3;c—nmn=4d—-n=>5

The dependence curves in these figures have the following meaning:

- dependence curve 1. The electrical lengths of the receiving paths are the same, there is
no shift in their central frequencies, and only the widths of their passbands differ, i.e., I/z #+ 1/3,
Kp = tg = 0, Xp = Xq, and in accordance with (15)

apg = V2/\/v2+ 12, pgel,... N (17)

- dependence curve 2. The electrical lengths and bandwidths of the receiving paths are the

same, but the settings of the central frequencies differ, i.e. 1/12, = g =1, pp # lgs Xp = Xq»
m 2
G‘Pq:exp(_i(p’p_:u‘q) )7 p7q€17"'7N; (18)

2
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Fig. 3. Dependence of the magnitude of the reduction in the interference suppression coefficient
on the dispersion of differences in the characteristics of receiving channels (n=30dB) : a —n=2;
b—n=3;c—n=4d—-n=>5

- dependence curve 3. The settings of the central frequencies and bandwidth of the receiving

paths are the same, but their electrical lengths differ, i.e. v = v7 =1, pp, = pg = 0, xp # Xq

Vs
Apq = eXp(*g(Xp - Xq)2)> pq€e€l,...,N; (19)

- dependence curve 4. The electrical lengths of the receiving paths are the same, but the
settings of their central frequencies and bandwidths differ, i.e. v2 # V2, pp # g, Xp = X

V2 (1p — Nq)z

apg = ——— -exp(—7 -
Pq 2 2
,/Vg—s—yg Vp TV

- dependence curve 5. The setting of the central frequencies is the same, but the passbands
and electrical lengths of the receiving channels differ, i.e. v2 # v, py, = pig = 0, Xp # Xq

2
V2 1/3 : Vq2(Xp — Xq)

Apg = —— - exp(—T -
Pq 2 2
\JVE vz Vp T Vg

- dependence curve 6. The bandwidths of the receiving paths are the same, but the settings

), p,gel,....N (20)

), p,g€l,....,N (21)

of their central frequencies and electrical lengths differ, i.e. v2 =12 =1, pp # pig, Xp # Xo»
0o = Xa)™ + (1p = 129)” .
(pg = exp | —m - === | exp(—g e (lp + g) - (Xp — Xa)),
2 (22)
p,gel,...,N;

- dependence curve 7. All characteristics of receiving paths differ — bandwidths, center
frequency settings and electrical lengths. The elements a,, are calculated using (15).

In Fig. 4 and 5 show the empirical distribution functions of the reduction in the interference
suppression coefficient (16) over a set of L = 1000 locations of two (n = 2) (a, b) and four (n = 4)
(¢, d) active jammers with values of dispersion parameters of the differences in the characteristics
of receiving paths of 02 = 0.02(a, c¢) and 02 = 0.1(b,d). The ratio of the total interference power
to the internal noise power in the main reception channel is n = 20dB (Fig. 4) and n = 30dB
(Fig. 5). They provide more complete information about the statistical properties of losses,
allowing one to estimate their confidence intervals in the analyzed situations.
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Fig. 4. Empirical distribution functions for the reduction in interference suppression coefficient
due to differences in the characteristics of receiving channels (n = 20dB) : a — n = 2, 0 = 0.02;
b—n=202=01c—n=40>=0.02;d—n=4,02=0.1
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Fig. 5. Empirical distribution functions for the reduction in interference suppression coefficient
due to differences in the characteristics of receiving channels (n = 30dB) : a —n = 2,02 = 0.02;
b—n=202=01c—n=4,02=0.02;d—n=4,0°=0.1

3. Analysis of the calculation results for reducing the level of
interference suppression coefficient caused by differences
in the characteristics of receiving channels

Analysis of the results of calculations performed to reduce the value of the interference sup-
pression coefficient caused by differences in the characteristics of receiving channels allows us to
draw the following conclusions:

1. The average (over multiple positions of active jammers) reduction in the achievable level of
interference compensation due to differences in the characteristics of receiving channels depends
on: - the nature and extent of differences; - number and intensity of interference sources.

2. The difference in the bandwidths of receiving channels has the least influence (dependence
curve 1). With dispersion o2 = 0.01 of random relative bands v, = F,/Fy =1 +¢,, p,q € 1, N,
the average loss of the interference suppression coefficient K;g when changing the number of
active jammers from 2 to 5 is from 1 to 1.7 dB with a ratio of interference power to internal noise
power of 7 = 20dB (Fig. 2) and from 2.2 up to 5 dB with n = 30dB (Fig. 3).

3. Differences in the setting of central frequencies and electrical lengths of receiving paths
with equal dispersions Jﬁ = O')2< of random delays x, = 7,/Tp and relative shifts of the central
frequency p, = §fp/Fo, p € 1, N have almost the same effect on the amount of losses (dependence
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curves 2 and 3). The reason for this is the coincidence in this case of the elements a,,(18) of the
"decorrelation matrix" A(7). These elements are on average smaller than in the previous case,
which is why the negative impact of the factors caused by them is greater.

4. Under practically important conditions of "small" dispersions o2 = 0.01, the elements
of the ap, (20) and (21) do not have significant differences. Because of this, the influence of
differences in passbands simultaneously with a shift in the center frequency or with a difference
in the electrical lengths of the receiving paths (dependence curves 4 and 5) is approximately the
same and has greater weight than the influence of the previous factors. At the same time, the
combined effect of differences in the central frequencies and electrical lengths of the receiving
paths with the same passbands (dependence curve 6) can reduce the value of K;g both more
and less than in the previous case.

5. The average reduction in the interference suppression coefficient K;g under the isolated
and combined action of the factors under consideration increases with increasing intensity and
number n of interference sources. As follows from the analysis of Fig. 4 and 5, the confidence
intervals are maximum under the combined action of the factors under consideration and increase
with increasing dispersion o2 of the parameters of differences in the characteristics of receiving
paths, the number and relative intensity of interference.

It is advisable to use the proposed model and the program that implements it when justifying
the requirements for the permissible value of differences in the characteristics of the receiving
channels of the designed radio devices.
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MO,Z[e.TIb IIpueMHbIX KaHaJIOB a,ZLaHTI/IBHOI.?’I aHTEeHHOI peameTkKmn
AJId OIIE€EHKMW BJIMAHUMA PaA3JINYNA NX XapPpaKTEepPpUCTUK

Ha S(bd)eKTI/IBHOCTI) IIoJaBJIeHNsd ITIOMEX

Bagnepnit H. Tankun
dvurpuii /1. JImurpuen
Cubupckuii derepasbHbIl YHUBEPCUTET
Kpacnosipck, Poccuiickass @eneparius

IlaBen B. IIITpo

IlaBesn B. JIlydepuuk

AO "HIIII "Paanocesisn"

Kpacnosipck, Poccuiickass @eneparus
HNropp B. Tanknnu

Esrennii /1. Muxos
Cubupckuit delepalibHblil YHUBEPCUTET
Kpacnosipck, Poccuiickas ®eneparnys

AHHOTaI_lI/IH. B CTaTbe NIPEAJIO’)KEHa MaTeMaTU4deCKad MOAEJIb, NO3BOJAIoadA OICHUTh BJIUAHUE Pa3-
JIATIUN B XapaKTePpUCTUKAaX IIPUEMHBIX KaHAJIOB Ha KadeCTBO IIOJAaBJIEHUS NIYMOBBIX IIOME€X B PaJIuo-
TEXHUYIECKUX YCTPOMCTBAX, OCHAIIEHHBIX aHTEHHBIMHU pelreTkamu. VcciieqoBaHO BIUSHUE Pa3IndIUil B
NINPUHE IIOJIOCHI IPOITYCKaHUA IIPUEMHBIX KaHaJIOB, HaCTpOﬁKH UX IEHTPAJIbHBIX YaCTOT U JJIEKTPpUYIe-
ckux jumH.lIpuBeeHbl 3aBUCHMOCTH TOTEPh BEJIMYIHHBI CPEIHEr0o KO3 MUIMEHTA MOIABICHAS TTOMEX
OT JIUCIIEPCHUH TAPAMETPOB Pa3JINYUil B XapaKTEPUCTUKAX IMPUEMHBIX KaHaJoB. [Ipe1iokeHHyo MoaeIb
11eJ1eCO00PA3HO UCIIOIB30BATh ITpu 000CHOBaHUU TPeOOBAHUIN K JIOMYCTUMON BEJINUNHE PA3TUINi XapaK-
TEPUCTUK IIPAEMHBIX KaHAJIOB IIPOEKTUPYEMBIX PaJUOTEXHAYECKAX yCTPOUCTB

KuroueBrie ciioBa: aHTeHHas pelleTKa, II0JaBJIeHHE IIOMeX, Pa3jInyune XapaKTEPUCTUK IPUEMHBIX Ka-
HAJIOB, KOO MUIIMEHT MOJABJIEHUS] TIOMEX.
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Introduction

The Stokes system is considered in the paper. Solution of such system is the main problem
in computational fluid dynamics. The system with homogeneous Dirichlet boundary conditions
for the velocity field has been studied from both theoretical and practical points of view. A
detailed analysis of the problem is presented in [1,2]. Using Schur complement operator (see, for
example, [3]), the problem is reduced to separately find velocity field u and pressure p. Moreover,
in order to find the pressure function, it is not necessary to know its values on the boundary
of a domain and require additional smoothness of the solution (see, for example, [3]). In the
presented paper, fundamentally different boundary conditions are considered, namely, u-n =0

and curl u = 0, where u-n = u;n; + usne, n is the outer unit normal vector to the boundary

0 0
and curl u = e Such boundary conditions will be called model conditions. They

8x1 81‘2

are of particular interest from a practical point of view associated with the Schur complement
operator. More details on this can be found in [4]. On the other hand, it is fundamental to
consider the Stokes system in a polygonal non-convex domain 2 with a re-entrant corner w on
the boundary, i.e., a corner greater than m. In this case, a problem with a corner singularity
is considered. Moreover, it is known (see, for example, [5]) that generalized solution of such
problem in the velocity-pressure variables (u,p) does not belong to the Sobolev spaces W3(2)
and W3 (Q), respectively. Therefore, using any classical approximate approach (see [6]), by the
principle of consistent estimates its approximate solution converges to an exact one at the rate

*78321a@mail.ru  https://orcid.org/0000-0002-7585-4559
(© Siberian Federal University. All rights reserved
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no faster than O(h®), where h is the space step, and « is significantly less than one and decreases
with increasing the value of corner w. At the same time, an appropriate convergence rate is of
the order O(h) as is in the case of a convex domain Q. The solution of the Stokes problem with
model boundary conditions is defined in the paper as R, -generalized solution in sets of weighted
spaces. In this case, solution is sought in sets of more general spaces than weighted Sobolev
spaces WQIC 5(9), B > 0. Note that resulting variational formulation for determining generalized
solution of the problem is not symmetric unlike the classical one [4]. This further adds difficulties
to the proof of existence and uniqueness of R,-generalized solution of the Stokes problem with the
proposed model boundary conditions. For the first time R,-generalized solution was defined for
elliptic problems with Dirichlet boundary conditions [7]. Approximate R,-generalized solution
obtained with the weighted finite element method converges to an exact solution with the rate
O(h) for various differential problems with Dirichlet boundary conditions [8-12]. Convergence
rate of such solutions does not depend on the value of a re entrant corner w. Moreover, the
result is achieved without refinement of the mesh in the vicinity of the singularity point. In the
presented paper function properties in sets of weighted spaces are studied. A weighted analogue
of the Ladyzhenskaya-Babushka-Brezzi conditions for the Stokes problem with the considered
model boundary conditions is established.

1. Formulation of the Stokes problem with model boundary
conditions. Definition of an R, -generalized solution

Let domain Q be a bounded non-convex polygon with the boundary 0. It contains a re-
entrant corner w,w € (7, 27) at the origin O = (0,0), Q = QU IN.

Let x = (z1,72) be an element of R?, ||x|| = \/2? + 23, dx = dz1dz2. The Stokes problem
is formulated as follows. For given functions f = (f1, f2) and g in Q find the velocity field
u = (uy,uz) and pressure p, which satisfy the system of differential equations and boundary
conditions of the form

—Au+ Vp=T1, divu=gyg in Q, (1)
u-n=0 on 01, (2)
curlu=0 on 00, (3)
8u2 8’[1,1 . .
where u-n = uyny, +usng, curl u= 2. D2s and n = (ny, ng) is the outer unit normal vector
X1 €To

to 0N.
Let us define necessary spaces and sets of weight functions. The weighted space of functions
v(x) with limited norm is denoted by Lg o(2):

1/2
foles i = ([ #0002 Gax) L aso

Spaces and sets of functions v = (v1,v2) are marked in bold. Here v € Lg () if the quantity

1/2
||V||L2’Q(Q) Z(HU1||2L27“(Q) + ||U2||%2,a(9)) is limited.
Let H, (curl)(£2) be the space of functions v(x) such that v € Ly (02) and curl v € Ly (Q2)
with bounded norm

/
¥l curlyay = (VIR o) + lowl vIZ, @)
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The space of functions v(x) is denoted by H,(div)(f2) such that v € Ly ,(R2) and div v €
L3 (Q) with limited norm

) 1/2
¥l iy oy = (V1 ooy + 1V VI, o) -

Let fIa (div)(€2) be the subspace of H, (div)(€2) such that {v € H,(div)(Q2) : v-n = 0 va 0Q}
with bounded norm of space H,(div)(£2). Next, the intersection of spaces Ic—)Ia (div)(Q2) and

H,, (curl)(£2) of functions v(x) is denoted by U,/(£2) with limited norm
— 2 di 2 1 2 /
¥lwae = (V12 oy + 1 VI, oy + lewrl vIZ, o))"
Let W3 ,(2) be the weighted space of functions v(x) with bounded norm
ol o = (1ol + X [ 200D GoPax) "
[lI=1¢

oy (x)

dxlr oz’ )

subspace of functions v(x) from W3 ,(Q) is denoted by IX/Q,@ (©) such that v = 0 on 00 with
1

where D'v(x) = I = (l1,12), |l| = l1 + Iz, l; are non-negative integers i € {1,2}. The

limited norm W3 ,(€2). Similarly, spaces W3 ,(€2) and X;Vza (Q) of functions v = (vy,vy) are
ol
introduced such that v; € W217Q(Q,(5) and v; €Wy, (£,0), respectively, with bounded norm

Hv||w1 = (||v1 ||W1 @T Hv?”%"’é,a(ﬁ)) 1/2. The intersection of the circle with radius ¢ centred
at the origin O with Q0 is denoted by Q5 ={x € Q:|x]| <6 <« 1,§ > 0}. Let us introduce the
Ix||, if x € Qs,

§ ,ifxeQ\ Qs
Let us define the following conditions for function v(x)

weight function p(x) in Q as follows p(x) = {

[0l 2, (20025) 2 C1 >0, (4)

[u(x)] < C26%7Tp""*(x), x € Qs (5)

where Cs is a positive constant, 7 is a small positive parameter independent of 4, « and v(x).
A set of functions v(x) from space Ls (2) satisfying conditions (4) and (5) with limited norm

Ly () is denoted by Lo, (,0). Let L ,(Q,6) be a subset of functions v(x) from Ly (2, 0)
such that fp (x)dx = 0 with bounded norm Lo o (S2).

Next, we define sets H,, (curl)(£2,d), H (div)(£2, ), Ioia (div)(©, ) and U, (€2, 0) of functions

v = (v1,v2) from spaces H, (curl)(2), H, (div)(), ﬁa (div)(£2) and U, (Q), respectively, which
components satisfy conditions (4) and (5) with limited norms of relevant spaces. Let Wy ,(Q,6)

[e] 1 o 1
and W, , (Q,0) are sets of functions from spaces Wy ,(€2) and W, , (Q) respectively, satisfying
conditions (4), (5) and |Dv(x)| < Ced* Tp" " 1(x), x € Qs, with bounded norm of space

ol
Wy (). Sets of functions v = (v1,vs) are denoted by W3 ,(€2,0) and W, (€,6) such that

1

o

v; € W3 ,(€,0) and v; €W, , (Q,6), respectively.
Let us prove the following assertion.

— 93 —



Alexey V. Rukavishnikov Weighted Analogue of LBB Conditions for Solving the Stokes. ..

Lemma 1. Let function u € U,(Q,5) and curlu = 0 on 0Q. Then for arbitrary function
v € U,(Q,9) the identity

/ Vu:V(p?v)dx+ I(u,v) = / curl u curl (p**v)dx +/ divu div (p*'v)dx (6)
Q Q

holds, where

ou du ou ou
I(u,v) := —l/pm’axinlvlds—k/pQV&C;ngvlds—&—/pQ”ag:nwgds—F/pQVamznzvgdS] (7

02 o0 [519) [219]

Proof. By definition

Ouy O(p?Yv1)  Ouy O(p*w1) | Oug (p* v2)  Oug A(p*va)
. 2v _ el et et} et
/vu ' V(p V)dX _/Q |:a$1 8%1 81'2 81'2 8:61 8:51 8952 81'2 dX, (8)

Ous 8(p2yvz) Oug 8(p Y1)
1 1 2v dx = R
/chr u curl (p'v)dx /9{8171 Ox1 (9561 0xa

o) | w0 w)]
6:62 8:1:1 8172 axQ ’

. . Ouy 9(p*v1) | Ouy 9(p*v2)
2v — L a..  a.
/Q div u div (p™'v)dx */ [8961 Bz * 0r1  Oxo *

10
O o) | omsolgen)]
Jze Oy Ory  Oxo '
The following equalities
Qug O(p?“v1) Oug A(p?¥v1) / L Ous / s
T Joom 0w, T Jgows 0w - 11
QO a$1 ax2 dX Q axQ axl dx + a nl’UldS 14 8 n2U1dS ( )
o0 90
Our 9(p*vs) du1 A(p* v2) / 2, Ou1 / 9, OUL
- Yo — [ P 12
8z2 0x1 “om = 311 O ——dx+ [ p 9z, navads p s nivads  (12)
o0 90

are valid. Using expansions (8)-(10), one can obtain

/ Vu: v)dx = / curl u curl (pz”v)dx—l—/ div u div (p*v)dx — E(u, V), (13)
Q Q
where
o o 2v o o 2v o ] 2v o o 2v
E(u,v) ;:/ [ﬂM Ouy O(p™v1)  Oug O(p™v1)  Ouy I(p v2)}dx. (14)
0 6$1 81’2 8172 3I1 8931 3582 8;E2 31‘1
Applying equalities (11) and (12) to (14), one can conclude
dus Ouq Oug Ouy
E = 2 [— — -— -— }d . 15
(u,v) /p 8902n1v1+ 3m1n2vz axlnzvl axznlvg s (15)
oN
Using together (7), (15), conditions v - n = 0 and M - % 0 on 09, and equality
a{z p* (% - %)nwlds = a{z pz”(g—zj - %)nlvgds one can obtain I(u,v) = E(u,v).
Lemma 1 is proven. O

— 04 —



Alexey V. Rukavishnikov Weighted Analogue of LBB Conditions for Solving the Stokes. ..

Let us introduce bilinear and linear forms

a(u,v) = / curl u curl (p2”v)dx+/ div u div (p*v)dx, bi(v,s) = 7/ s div (p?v)dx,
Q Q Q

ba(u,q) = — / (p* q) divudx, I(v)= /Q £ (p*v)dx, clq) = /Q p* g qdx.
Q

Let us define the concept of an R, -generalized solution of the Stokes problem (1)—(3) with
model boundary conditions in weighted sets.

Definition 1. A pair of functions (u,,p,) € U,(Q,8) x Ly ,(,0) is called R,-generalized
solution of the Stokes problem (1)—(3) with function u, satisfies boundary conditions (2) and
(8) if for all pairs of functions (v,q) € U, (Q,6) x LY ,(Q,6) the integral identities

a(uy,v) +bi(v,p,) = U(v), (16)
ba(uy,q) = c(q) (17)
hold, where f € Ly (), g € L2 5(Q), 0< 7,8 < v and u, = (u1,,, U2,.).

Remark 1. Since bilinear form ba(-,-) does not coincide with bilinear form by(-,-) the varia-
tional formulation for R, -generalized solution of the problem is not symmetric, in contrast to the
standard variational formulation for a generalized solution of the problem [4].

Remark 2. Bilinear form a(-,-) is not a symmetric one.

2. Auxiliary statements

Let us formulate and prove necessary statements.

Lemma 2 ([13]). Let v > 0. For an arbitrary function z € Ly ,(Q) that satisfies conditions (4),
(5) the following estimate

/Q ;02”72z2dx < 03252V||Z||2L2u(9) (18)
s

Ca o1 — o

c 5 , (1 — wo) is the magnitude of the change of a re-entrant
1 T

is valid, where C3 =

corner.

Corollary 1. Let conditions of Lemma 2 be satisfied then

~ (9p"\? 2 22520 )12
/Q[Z (8321») }Z dx <v°C30 ||Z||L27I,(Q)~ (19)

i=1

2 9V 2
Proof. Estimate (19) of Corollary 1 directly follows from the fact that Z( P ) =

i=1 \Ox;
V22 x € O,
{0, x€Q\ Qs

Let us connect norms of functions z and p”z from sets U, (€2, 0) and Uy(€2, d), respectively.

inequality (18).

— 95 —



Alexey V. Rukavishnikov Weighted Analogue of LBB Conditions for Solving the Stokes. ..

Lemma 3. Function z € U,(Q,0) if and only if p*z € Up(R,0) and
1" 2llu, @) < Callzllu, @), (20)

I1zllu, (@) < Callp”2llu,e(), (21)

where Cy = max{v/2,/1 + 4020252 }.

Proof. 1. Let function z € U,(Q,6). Let us show that p”z € Uy(Q,d) and inequality (20) holds.
Consider the following decompositions

Vo — ¥ 9p” Ip”
curl(p”z) = p¥curl z + |:Zg T 21 (’9302}’ (22)

N v dp” dp”
div(p¥z) = p¥div z + [21 1 + 29 5352] (23)

Using expansions (22), (23), one can conclude that

Op” \ 2 Ip¥\ 2
1(p"z)||? < 2||curl z||? 4/7261 4/7%5 24
lewrl(p2)|3, @) < 2wt allf, o +4 [ (G0) Adxra | (G0-) sax, @)

.y Ip”\?2 9p”\?
||div(p Z)H%Z0 < 2||div z||L —i—4/Q (87331) z%dx—f—él/Q <3x2) Z2dx. (25)

Since [|p"z||L, o) = ||ZllL,., (@) then applying relations (24), (25) and estimate (19), one can
obtaib the chain of inequalities

||/)VZ||%O(Q) = HPVZH?JQ,O(Q) + ||Cur1(PVZ>||%2,O(Q) + HdiV(PVZ)HQLQ,O(Q) < ||Z||i2,,,(9)+

2

2
+2[lcurl 2|17, (o) + 2lldiv z]|7, o) + 42/ de < (1 + 41/20352”) Izl1Z, , )+
i=1%

i=1
+2||curl ZHQLg,,,(Q) + 2||div ZHLM(Q) < max{2,1+ 4V2C§(52V}HZH%V(Q).

Estimate (20) is proven and pz € Uy(Q,0).
2. Let function p¥z € Uy(2, ). Let us show that z € U, (R, 0) and inequality (21) holds. Let
us express in (22) and (23) terms (p”curl z) and (p”div z), respectively. Then

ap¥\ 2 ap¥\ 2
2 < Vo2 2 2
[ewrl z[[7, () < 2||curl(p s 000 4/Q (3561) adx+ 4/9 <@:Z?2> “1dx, (26)

<g—i)zz§dx. (27)

Since [|z]|L,, @) = 021, () then applying inequalities (26), (27) and estimate (19), one
can obtaib the chain of inequalities

ap¥\2
div 7|2 < 2||div(p¥z)||2 4/(—) 24 4/
[div z[|7, ) < 2[div(p”2)||7, ) + o \agy ) Adx 4 |

||Z||%V(Q) = ||Z||i2,u(g) + [[curl ZH%QW(Q) + |[div Z||%2,V(Q) < ||PUZ||%‘2,0(Q) + 2HC111"1(PVZ)||2L2,0(Q)+

2
+2||div(p”z HL2 o) 42/ Z 2»dx < max{2,1+ 4V20§52V}||pyz||%0(9).
Jj= 1Q =1
Estimate (21) is obtained and z € U, (2, 6). Lemma 3 is proven. O
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Lemma 4. Let v > 0. Then there exists a value 69 = do(v) > 0, such that for any & € (0, dg]
and arbitrary function z € U, (Q,0) inequality

I2l[3, , ) < 8C&(leurl 2[|7, o) + lldiv 2|7, () (28)
holds.

Proof. Using Lemma 3 and Lemma 3.6 [6] and if z € U,(Q,0) then p*z € Uy(€2,9), one can
obtain

10”2l L, () < Ca(llcurl(p”2)]| L, () + [div(0"2)|| L, 0(0))
i. e.,
I2]1Z, , (@) < 208 (llcurl(p”2)|Z, (o) + Idiv(p"2)[1Z, (o)) (29)
Applying estimates (24) and (25) for the first and second terms of the right-hand side of (29),
respectively and then inequality (19), one can find
||Z||i2,y(g) < 404 ([|curl ZH%Z,V(Q) + [|div Z||%2,V(Q)) + SVQC§C§2252U||Z||%2_,,,(Q)
and

(1 82030267 ) 2, @) < ACH (leurl 23, oy + div 2, , o). (30)
For v > 0, there exists such a value 6 = do(v) > 0 : v>*CEC363” = 1% that for each § € (0, do]
the following chain of relations

1 y .
§HZHi2,V(Q) < (1 - 8V2C§ng(52 )”ZH%,QT,,(Q) < 40522(HC‘1Y1 Z||%2,V(Q) + [|div Z||%2,y(9))

is valid, according to (30). Lemma 4 is proven.

By the definition of norm in space U, (Q2) the following statement is derived directly from
Lemma 4.

Corollary 2. Let conditions of Lemma 4 be satisfied then

213, @) < (1+8C8) (lleurl 2], ) + lldiv 2|7, (q))- (31)

3. Weighted analogue of LBB-conditions of forms b;(v, s)

Let us consider a weighted analogue of LBB-conditions of forms b;(v, s) on sets of functions
veU,(Q,6) and s € LY ,(€,6).

Theorem 1. For each v > 0 there exists a value 61 = 61(v) > 0 (61 < do, o from Lemma 4)
such that for all 6 € (0,61] and arbitrary function s € LgyV(Q, 9) the following inequalities

bi(v,s
0 <Billsllz,, @ < sup i)
veU, (9,5) ||V||UV(Q)

Vi .
—
2¢/1+8C3
Proof. 1t was proved [14] that there exists a value dy = d2(v) > 0 such that for all § € (0, J2] and
arbitrary function s € L%V(Q, 9) the following inequalities

hold, where B; = =1,2.

bi(v,s)

||V||w;m(n)

0 <7illsllz,, @) < sup
VEW,,, (2,5)
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ol
hold. If inequality (31) is used and estimate for arbitrary function v eW,, (9,0) is

Idiv Vi[z, () + lleurl VL, ) < 2[VIlws, @)

ol
then, due to the fact that W, (©2,6) C U,(Q,9) and for all ¢ € (0,:], where §; = min{do, o2},
one can obtain from (32) the chain of inequalities

bi(v,s) bi(v,s)
%HS”Lz'”(m S Ost [v]lwy Q) S? oslup |div vl Q) T [eurl vi|p, Q) S
VEW, ,(2,5) 2y VEW, ,(2,5) 2 2
b; b
<2 sup . i(v,5) <2y/1+8C% sup &
veu, (o) v vz, ) + [learl vz, (o veu, (@5  IIVllu@
The estimate of Theorem 1 is obtained. O

Conclusions

The concept of R,-generalized solution for the Stokes problem with model boundary condi-
tions in a polygonal non-convex domain with a re-entrant corner on the boundary in weighted
sets is defined in the paper. In this case, the variational formulation of the problem is not sym-
metric. Weighted analogue of the Ladyzhenskaya—Babushka—Brezzi conditions in special norms
of weighted spaces is established.

The research was carried out within the state assignment for IAM FEB RAS (no. 075-00459-
24-00).
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Becosoii anagor LBB-ycaoBmit ass pentenns 3agaun CTokca

C MOJ€JIbHBIMY I'PaHUYHBbIMHA YCJIOBHUAMMU B obJjiacTu
C CUHTYJIAPHOCTBIO

Anekceii B. PykaBuiiiHukosB

VHCTUTYT NPUKIIQIHON MaTEeMaTUKI

HanpHeBoCcTOYHOE oTheseHne Poccuiickoll akageMun HaykK
Xabaposck, Poccuiickast @enepariust

Amwnnorarusi. B pabore onpenenerno mousitue R,-06001mEHHOr0 permtenns 3amaan CTOKCa ¢ MOJETbHbBI-
MU TPAHUYHBIMEU YCJIOBUSIMHA B ODJIACTH C YIJIOBOU CHHTYJIAPHOCTHIO. /loKa3zaH BECOBOI aHAJIOT YCIOBUM
Jlagprkenckoii—babymku—bperiu B 06/1acTu ¢ BXOIANIIUM YTJIOM.

KiroueBbie cJiioBa: yryioBad OCO6€HHOCTB, 3a1avda Crokca ¢ MOJI€JIbHBIMU T'DAHUYIHBIMU YCJIOBUAMMU,

R, -06001ménnoe perieHue.
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Abstract. The work is devoted to a numerical study of the transport of proton exchange reaction
products in a benzoic acid melt after the interaction of its molecules with a lithium niobate crystal.
Due to dissociative adsorption from the surface of the substrate, positive lithium ions and negative
benzoate ions diffuse into the acid. The transfer of these reaction products is described using equations
in the continuos media approximation. The mathematical model takes into account the diffusion and
electromigration mechanisms of transport, as well as the recombination of ions. As a result of the
solution, stationary distributions of ion concentrations are obtained. Due to the large difference in the
kinetics of the reaction products, benzoate ions are grouped predominantly near the substrate, while
lithium ions tend to move away from it to a much greater distance. The work shows that the size of
the computational domain approaches the size of the reactor working space when the ions of both types
form boundary layers.

Keywords: proton exchange, boundary layer, numerical simulation.
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Introduction

The technology of enriching lithium niobate or lithium tantalate crystals with protons has
been actively used in the manufacturing of waveguides over the past decades. This technology
was first presented in the works [1,2]. Its essence lies in the fact that a crystal sample is placed
in a benzoic acid melt at characteristic temperatures ~ 500 K. As a result a complex chemical
reaction occurs on the substrate surface. Dissociation of acid molecules after their interaction
with the substrate leads to origin of negative benzoate ions and positive hydrogen ions on the
crystal surface. Protons tend to penetrate the crystal and replace lithium ions, which diffuse from
the near-surface region of the crystal into the acid. After some time, lithium ions recombine with
the benzoate ions remaining in the acid. As a result the lithium benzoate molecules are formed.
Thus, the protons penetrate into the crystal because of dissociative adsorption. As experiments
show, protonation with duration ~ 1 — 2 h leads to the formation of a proton-enriched layer in
the substrate with a thickness of ~ 5 — 6 um.

Active implementation of this technology in the production of channel and planar waveguides
has led to the emergence of a large number of its modifications [3]. Thus, to regulate the
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protonation rate, impurities are used, added both to benzoic acid [4,5] and to the crystal [6]
before protonation. The presence of protons in the crystal changes its refractive index. Numerous
experiments show that the refractive index profiles, as well as the proton concentration profiles
in the formed near-surface layer of the crystal, have a characteristic stepped shape [1,7]. These
profiles can be smoothed by additional annealing after proton exchange [8]. Many works are
devoted to the study of the complex phase structure of the crystal after its enrichment with
protons [9] and the effect of the conditions of proton exchange on this structure. For example,
the surfaces of samples are subjected to preliminary plasma treatment [10]. At present, special
attention is paid to the protonation of thin-film lithium niobate [11,12].

Theoretical investigation of the protonation process began with the work of Vohra [7], devoted
to the study of hydrogen ion transport inside the crystal. The results of this work demonstrated
a strong influence of the ion flux nonlinearity in the transport equation during description the
process of lithium ion substitution by protons. In turn, the annealing process is described using
the classical diffusion equation.

According to other works, the diffusion of lithium ions and benzoate ions into the benzoic
acid melt during protonation leads to the formation of a stationary boundary layer by benzoate
ions [13,14]. This investigation shows that the transport and subsequent recombination of the
reaction products can be described using equations in the continuous media approximation.
Most of the lithium benzoate is produced in thin near-surface layer in the melt. It is known
from experiments that the presence of this impurity reduces the intensity of proton exchange
even at a small content of lithium benzoate in the melt [5]. Clarification of the characteristics of
the resulting boundary layer allows us to understand possible methods for controlling the proton
exchange process.

In the mentioned work [14] the size of the computational domain was comparable with the
thickness of the photolithographic mask (~ 2 pm), which, on the one hand, is sufficient to
qualitatively show the presence of the boundary layer, but, on the other hand, can greatly
underestimate its size. Lithium ions, having a mobility an order of magnitude greater than
benzoate ions, are capable of moving away from the protonated surface. Then lithium ions reach
the opposite impenetrable boundary of the computational domain and, due to more intensive
recombination, prevent the diffusion of benzoate ions deep into the melt. This circumstance is
the reason why the transport of reaction products must be considered in regions which size is
much larger than the characteristic thickness of the photolithographic mask.

In the work [15] an asymptotic solution is obtained, which allows to estimate the thickness of
the boundary layer in the case when the size of the region under consideration are comparable
with the size of the reactor in which the proton exchange takes place. It should be noted
that, despite more realistic problem geometry, in this work a strong assumption is made. It
consist in neglecting the influence of the electric field formed in the region occupied by ions on
their concentration profiles. Because of this, according to the obtained analytical solution, the
thickness of the boundary layer grows indefinitely with the size of the reactor according to a
power law.

In this paper, a more complete mathematical formulation is considered in order to obtain
realistic characteristics of the boundary layer formed by ions.

1. Formulation of the problem

Let us consider a benzoic acid melt in contact with a homogeneous surface of a lithium niobate
crystal. The temperature of this melt is assumed to be constant and equal to 500 K, which is
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sufficient for proton exchange. Thus, lithium ions and benzoate ions should diffuse the melt from
the crystal side. Diffusion, electromigration, and recombination of ions are described using the
following system of equations in the continuous media approximation [16-18]:

div(gpeE) = e(ny — n_), E=-Voy, (1)
8{;17: = DiAni F V(kiniE) — kRn+n_, (2)

where E, ¢, ny are the fields of electric field strength, electric potential, and concentrations of
positive and negative ions. Concentration determines the number of ions per unit volume and
has a unit of measurement of m~3. Parameters e, ¢, €y are the electron charge, the permittivity
of benzoic acid, and the electric constant. The diffusion coefficients, the mobility of lithium
and benzoate ions, and the recombination coefficient are denoted, correspondingly, by D4, k4,
and kg.

The coefficient of ion mobility relates the speed of their drift in the melt to the intensity
of the external electric field [19]. The estimation of diffusion and ion mobility coefficients for
the conditions of the present problem, as well as the comparison of these values with known
experimental data, were carried out in accordance with [13,19,20].

According to the results obtained in [14], in the formulation under consideration there are
no conditions for convective mass transfer [21], which allows us to describe the ion transport
in a one-dimensional formulation. After eliminating the electric field strength, the system of
equations (1)—(2) will have the form:

g0 = e(n_ —ny), (3)

on
aTi = Danl £ k(@' +ne”) — krnin_. (4)
The prime denotes the derivative with respect to the x coordinate. The coordinate axis is directed
along the normal to the crystal toward the melt. The interphase boundary is being considered as
the origin of coordinates. The boundary conditions on it relate the derivative of the concentration
to the ion flux density J, and also determine the reference point for the electric potential:
, J

x=0: ni:—D—i, v =0. (5)

At a distance h from the crystal, an impenetrable reactor wall is modeled, on which, in
addition, there is no electric field:

x=h: n!y =0, ¢ =0. (6)

The combination of boundary conditions (5)—(6) ensures the electrical neutrality of the sys-

tem:
h h
/ n+dx:/ n_dx. (7)
0 0

The boundary value problem (3)—(7) was solved in dimensionless variables. The units of
length, time, concentration and electric potential were taken to be h, h?/D,, Jh/D, and
eJh?/eqe D, correspondingly. In these variables, the system of equations and boundary condi-
tions are written in the following form:

¢ = —ny, (®)
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6ni

5 = Ain/l £ By(nlyp +nyp”) —Cnyn_, (9)
D
=0 n’iz—D—I, ©=0, (10)
r=1 nly =0, ¢ =0, (11)
where 5 .
Dy kieJh krJh
AL = —, By = ——, C= . 12
Dy D2 ege D2 (12)

When varying the dielectric constant, it is taken into account that the recombination coeffi-

cient also changes with it [17]:

kp = M_ (13)
E0€

2. Solution technique

To solve the boundary value problem (8)—(11), an explicit finite-difference scheme was used,
implemented using a program written in the C++ programming language. The Poisson equation
(8) was solved using the Liebman [22] scheme. Zero concentration and electric potential fields
were used as initial conditions: ny (¢t = 0,2) = ¢(t = 0,2) = 0. The following values of dimen-
sional parameters were used in the calculations: k, = 1.5-107" m?/s-V, k_=2-10"8 m?/s-V,
Dy =10"8m?/s, D_ =10"2 m?/s, J = 10'® s7'm~2. The value of the permittivity ¢ varied in
the range from 1 to 20 [14]. In turn, the sizes of the computational domain h were taken in the
range from 2-107% to 10~* m.

Based on the results obtained earlier in [15], equations (4) have an analytical solution in the
case when k1 = 0. Using the multiple scales method, we can determine the boundary layer
thickness d, which is represented in the following form:

5— bhi . (14)

(323 - )

It follows from this formula that for the values of h used in the present calculations the size of

NG

the boundary layer will be 1-2 orders of magnitude smaller than the size of the computational
domain. In order to minimize the numerical errors that potentially arise in the thin region
occupied by the boundary layer, and at the same time to save computer time, it is necessary to
thicken the computational grid near the origin.

The grid thickening was carried out according to the many-stage scheme. After determine the
size of the computational domain h, a uniform grid was formed, the nodes of which were located
at points with coordinates x;. Then, the variable step h; was calculated for a non-uniform grid
with the same number of nodes:

h; = a + bxg. (15)

Thus, the computational domain was divided into 201 computational nodes, with a step of h;.
The values of the coefficients a, b and index ¢ were selected in such a way that there were at
least 100 nodes per ion boundary layer. The specificity of distribution (15) allows the grid nodes
to be thickened in such a way that the grid step in the region occupied by the boundary layer is
constant. An example of grid step distribution is shown in Fig. 1a.
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Fig. 1. Example of grid step distribution depending on coordinate for a = 0.1, b = 5, ¢ = 16 (a);
relative error A of the boundary layer thickness calculation (triangles) and the concentration
of positive and negative ions in the center of the computational domain (circles and squares,
correspondingly) depending on the number of nodes N (b)

When representing the system of equations (8)—(9) in finite difference form, the partial deriva-
tives with respect to the coordinate x were calculated as follows:

ou U1 — Uj—1

= = 1
ox hi +hit1 ’ (16)
2 s Sy
Ou_ 2 (WmZ® Ui Uio1) (17)
8582 hz + hi+1 h,’+1 hi

When calculating the spatial derivatives in the boundary conditions of the second kind (10)—(11),
as well as the time derivative in equations (9), a one-sided difference was used:

ou Ui+1 — U4
— = 18
% 7 (18)
where Z is a generalized designation of the differentiation variable. In turn, his a generalized
designation of the step along the coordinate at the side points of the computational domain, as
well as the time step. An example of the convergence of the implemented scheme is shown in
Fig. 1b. Expressions (16)—(18) are first-order formulas.

3. Results of numerical simulation

Solution of the boundary problem (8)—(11) gives stationary profiles of concentration and elec-
tric potential in the benzoic acid melt. Their characteristic form is shown in Fig. 2. The time
necessary to originate stationary profiles in the model case, when the only ion transport mecha-
nism is diffusion, is ~ 0.02 s. In turn, the reverse effect of the electric field on the concentration
profiles additionally stabilizes the system and reduces this time up to ~ 0.01 s. It should be
noted that in this case the process of stationary profiles origination is longer compared to one
discussed in [14], since the size of the computational domain is significantly larger.
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Fig. 2. Profiles of concentration (a), field strength and electric potential (b) at h = 8 -107° m
and ¢ = 10. Black and red curves correspond to the cases with and without electromigration,
correspondingly. a) Solid lines — concentration of benzoate ions, dots — concentration of lithium
ions. b) Solid lines — electric field strength, dashed lines — electric potential

Depending on whether electromigration is taken into account or not, a fundamental difference
in the profiles is noticeable from Fig. 2a. In the purely diffusion case (k+ = 0), lithium ions reach
the opposite boundary one way or another by the time of stationary profiles origination. These
ions are present everywhere in the calculation region albeit in small concentrations. Including
electromigration in the model allows the electric field formed, the strength of which is directed
toward the crystal, to affect the ions. Thus, the lithium ion profile is slightly "pressed" to the
interphase boundary. As calculations have shown, in the case of large h, the concentration of
positive ions reaching the reactor wall tends to zero. Thus, concentration profile of these ions is
qualitatively no different from the concentration profile of benzoate ions.

Having significantly lower mobility than lithium ions, benzoate ions are not able to reach the
reactor wall in any case. These ions always form a boundary layer, the thickness of which varies
depending on how far the lithium ions can move away from the interface. In other words, taking
into account electromigration in the case where the size of the computational domain is large
enough leads to the formation of a coupled boundary layer.

Fig. 2b shows the profiles of the electric potential and electric field strength. Comparing these
profiles with the concentration profiles, it is easy to see that the electric field is most intense in
the region of the benzoate ion boundary layer. The strength locally reaches 3 - 10* V/m. The
electric field strength on the crystal surface is considered to be zero. This should be true in the
case where the X-cut of lithium niobate is protonated. Despite the fact that the condition on
the potential (5) is set at the crystal-melt boundary (but not on its derivative), the zero value
of the strength is obtained in the solution process.

The characteristic thickness of the benzoate ion boundary layer depending on the size of the
domain is shown in Fig. 3. It is evident that the results of solving the diffusion-recombination
problem qualitatively repeat the analytical solution [15] and the layer thickness grows indefinitely
with increasing h. In turn, electromigration does not allow lithium ions to move away from the
crystal at an arbitrarily large distance, therefore, at a certain value of h* ~ 2-107° m, they form
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a boundary layer. At h > h*, the characteristics of the boundary layers remain the same as in
the case of h = h*. According to this result one can say that h* corresponds to Debye length of
the investigated system.

4E-006
J, m - -
_
3E-006 - =
2E-006
1E-006 4 ¢
0 T T T T T 1
0E+000 4E-005 8E-005 h,m 1E-004

Fig. 3. Dimensional values of boundary layer thickness for the case of different permittivities.
Dots and dashed lines are the results of analytical [15] and numerical solutions for k+ = 0; solid
lines are the numerical solution with account of electromigration. Black, red and blue curves
correspond to the case of e = 1, 10 and 20, correspondingly

It is interesting to note that the effect of the electric field on the concentration profiles not
only "presses" the positive lithium ion profiles toward the crystal, but also reduces the size of the
region in which negative benzoate ions are present. The primary cause of this effect is a more
intense recombination associated with an increase in the concentration of lithium ions affected
by the electric field in the region near the crystal occupied by benzoate ions. Since the flux
density of positive and negative ions from the crystal surface is the same, the total number of
ions present in the melt should decrease, causing the boundary layer to shift toward the crystal.

Conclusion

As calculations have shown, after diffusion of lithium ions and benzoate ions into the benzoic
acid melt, ion transport complicated by electromigration and recombination takes place. Due
to the large difference in the kinetics of negative and positive ions participating in the proton
exchange, the concentration profiles differ considerably from each other and an electric field is
formed near the interphase. Taking into account the reverse effect of this field on ions greatly
changes the concentration profiles in the case when the size of the computational domain exceed
2-107° m. Analysis of the behavior of ions in a cavity with sufficiently large sizes allows us to
establish that not only benzoate ions, but also lithium ions form a stationary boundary layer.
The sizes of these structures remain unchanged with further growth of the computational domain
and are 2 - 107% m for benzoate ions and 2 - 10~° m for lithium ions, correspondingly.

The work was supported by the Russian Science Foundation (Grant no. 24-29-20277) and
Perm Region.
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Hunddy3us u sjgeKTpoMurpannsg NOHOB — MPOAYKTOB PeaKIINu
IIPOTOHHOI'O OOMeHa B paciljiaBe O0€H30ifHOII KNCJIOThI

Buranuit A. Jlemun

Makcum U. IleTryxoB
IlepMckuit rocy1apCTBEHHBIH yHIBEPCUTET
Ilepmb, Poccuiickas @enepariust

Awnnoranusi. Pabora mocBsiieHa YUCJAeHHOMY UCCJIEOBAHNIO TPAHCIIOPTA MPOIYKTOB PEAKIINN ITPOTOH-
HOTo OOMEeHa B paciuiaBe DEH30MHOM KUCJIOTHI TI0CJIe B3aUMOJIEHCTBUS ee MOJIEKYJI C KPUCTAJLIIOM HHObATa,
sTusi. Betencrsue IUCCONMUMATUBHON aIcOPOIUU ¢ TTOBEPXHOCTU TOJJIOXKKYM B KUCJIOTY MPOHUKAIOT I10-
JIOYKUTEJIbHBIE NOHBI JINTUSI ¥ OTPUIATEbHBIE OEH30aT-NOHBI. [lepeHoC JaHHBIX MPOLYKTOB PEKIIUH OTIH-
CBIBAETCS [IPY HIOMOINY YPaBHEHUI B NPUOJIMXKEHUY CIUIONIHON cpelbl. B Maremarnyeckoit Momenu y4u-
THIBAIOTCsT MU DY3UOHHBIN U 3JIEKTPOMUTDAIMOHHBI MEXaHU3MbI TPAHCIIOPTA, 8 TAKXKe PEKOMOMHAIIMS
MOHOB. B pesysbraTe pereHunst MoyIaroTCs CTAIMOHAPHBIE PAaCIpeeseHus] KOHIIEHTPAIIUN NOHOB. 13-
3a GOJIBINION PA3HUIBI B KUHETHKE [IPOJIyKTOB PEaKIUU OEH30aT-MOHBI I'PYIIIUPYIOTCS IPEUMYIIIECTBEHHO
BOJIM3M MOJJIOKKHU, B TO BPEMSsI KaK UOHBI JIATUSI CTPEMSITCS OTIAJUTHCS OT HEe Ha ropas3 io 60JbInee pac-
crostaue. B paboTe moka3aHO, 9YTO IPU YCTPEMJIEHHN PA3MEPOB PACIETHON 001aCTH K pa3MepaM pabodero
[IPOCTPAHCTBA PEAKTOPA, HOHBI 060MX TUIOB (POPMUPYIOT IIOIPAHUIHBIE CJIOU.

Kirouesnie ciioBa: HpOTOHHBIﬁ O6M6H7 HOFpaHI/I‘{HBIﬁ C.HOI’?‘I, YUCJICHHOE MOJIEe/JINPOBaHUE.
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Abstract. In this article, we will check whether the known results remain valid if the metric d is replaced
by the w-distance p. we show that in some contractive conditions where w-distance p participates instead
of metric d, symmetry of w-distance p can be assumed and the proofs can be shorter. We are talking
about results such as Banach’s contraction principle, Kannan’s theorem, Boyd—Wong, Meir—Keeler,
Chatterje’s, Reich’s, Hardy—Rogers’, Karapinars’ and Wardowskis’ theorems and many others.

By doing so, we would obtain generalizations of the above results.
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1. Introduction and preliminaries

One of the generalizations of the well-known Banach theorem from 1922 is the introduction
after 75 years of the so-called w-distance p in the given metric space (X, d). Thus we obtained
an ordered triple (X, d, p) where (X, d) is the given metric space and p is a function from X x X
in [0, +00) that satisfies the following three axioms:

pl) p(z,2) <p(z,y) +p(y, 2) for all z,y,z € X;

p2) For any x € X, the function p(x,-) : X — [0;400) is d—lower semi-continuous;

p3) For any € > 0, there exists § > 0 such that p(z,2) < 0 and p(z,y) < § imply d(z,y) < €.

Then, p is called a w-distance on X.
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The last two axioms are new compared to those known for metric space. The second represents
the lower semi-continuity in the second variable and the third connects the metric d and the w-
distance p.

A typical example of a w-distance is the metric d itself defined on a nonempty set X. Actually,
pl) is fulfilled as a triangle relation. Since the metric d is a continuous function with 2 variables,
it is also semi-continuous from below in the second variable. Indeed, if y,, is a sequence in X that
converges to y by metric d then p(z,y) = d(z,y) = lim,— 400 d(2,yn) = liminf, 4o d(x, yn)
and p2) is fulfilled. Assuming that § = g, we get that p3) is fulfilled, because p(z,y) = d(x,y) <

d(z,z) +d(y, z) < % + g =e.

Now we list several typical examples of w-distances, some of which were also mentioned in
the first paper on w-distances.

1. Let (X, d) be a metric space. Then a function p : X x X — [0, 400) defined by p (z,y) = ¢
for every z,y € X is a w-distance on X, where c is a positive real number.

2. Let X be a normed linear space with norm ||| . Then a function p : X x X — [0, +00)
defined by p (z,y) = ||z| + ||y|| for every z,y € X is a w-distance on X.

3. The similar as example 3. only the function p : X x X — [0,400) is defined by
p(z,y) = |z|| for all z,y € X.

For several examples of w-distances see [2], pages 382, 383, 384.

An important note about p1) and p3). Since Example 1.3. from [3] (see also Example 4 from
[3]) shows that the w-distance in the general case is not symmetric, i.e., it is not p(z, y) = p(y, x)
for every z,y € X, then the triangle relation as well as the axiom p3) should be understood as
the introduced order z, z; z,y; y, z and, z,x; z,y and finally x,y.

The following Lemma is one of the most important that is used in the study of w-distance
metric spaces. It relates metric convergence to w-distance convergence. It is also important
because it gives us the information (a sufficient condition) when the sequence z,, is Cauchy in
the metric space (X,d). In the sequel, we denote by RT, R and N, the sets of positive real
numbers, real numbers and natural numbers, respectively.

Lemma 1.1 ( [2], Lemma 1.). Let X be a metric space with metric d and let p be a w-distance on
X. Let {z,} and {yn} be sequences in X, let {a,,} and {B,} be sequences in [0,400) converging
to 0, and let x,y,z € X. Then the following hold:

(i) If p (xn,y) < o and p (xy, 2) < By for anyn € N, then y = z. In particular, if p (x,y) =0
and p (x,z) = 0,then y = z;

(i) if p(zn,yn) < apn and p(xy,,2) < B, for any n € N, then {y,} converges to z;

(i4i) if p (zp, Tm) < @y for any n,m € N with m > n, then {z,} is a Cauchy sequence;

(iv) if p(y,zn) < oy, for any n € N, then {x,} is a Cauchy sequence.

The similar as in the context of metric spaces ( [1,6]) we recall the following two lemmas that
we will use in the proofs of our results. These both lemmas are important and are used to prove
the Cauchyness of the sequence z,, = fx,_1,n € N.

Lemma 1.2. Let {u,} be a Picard sequence in metric space (X, d) with the w-distance p such
that

P (Ung1,Un) < P (Un,Un_1) (1)
or
p (una un+1) <p (un—la un) (2)

in both cases for all n € N. Then u, # u,, whenever n # m.

Proof. Consider the case (1). Suppose on the contrary that wu, = u,, for some n < m. Then,
Unt1 = fUun = fUm = Um1, hence

P (Unt1, Un) =P (Upmt1, Um) < D (UpmyUm—1) < -+ < D (Ung1,Un) ,
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we obtain a contradiction. For the case (2) the proof is the same. O

Lemma 1.3. Let (X,d) be a metric space with w-distance p and let {u,} be a sequence in X
such that both p (Uni1,un) and p (Up,unt1) tend to 0 as n — +oo. If {u,} is not a Cauchy
sequence in metric space (X,d), then there exist € > 0 and two sequences {m (k)} and {n (k)}
of positive integers such that n (k) > m (k) > k and the following sequences tend to et when
k— 400

{P (k) Un()) § 5 AP (Win(rys Uniiy—1) § 5 {P (Wmiy 15 tniiy) } 5
{p (“m(k)flv un(k)+1)} ) {p (um(k)+17 Un(k)+1)} . (3)

or
{D (Un(r)s Umi)) 5 AP (Uniry—1,0mr)) } o {2 (Unhys miy1) § 5

{P (un(k)+1; um(k)—l)} ) {p (un(k)+1a um(k)+1)} e (4)

Proof. Since {u,} is not a d-Cauchy sequence, from Lemma 1 (iii) of [2], it follows that p (uy, Um)
does not tend to 0 as n,m — +oo. This means that there exist ¢ > 0 and subsequences
{n(k)},{m (k)} such that m (k) > n (k) > k and

P (Un(rys Um(ry) =€ and p (Up(k)—1, Um(r)) < €.

Then, using the axiom (pl) and the fact that both p (un11,u,) and p (un,u,y1) tend to 0 as
n — +oo it follows, in the same way as in metric spaces (see for instance [6]) that the given
sequences tend to e¥. O

The w-distance p is symmetric if p(z,y) = p(y,z) for all z,y € X. For such a w-distances,
if @ # b then p(a,b) > 0, i.e., from p(a,b) = 0 follows ¢ = b. In many contractive conditions,
symmetry of the w-distance can be assumed. This is achieved by introducing a new function
g from X x X to [0,+00) defined by ¢(z,y) = max{p(z,y),p(y,z)}. It is easy to show that ¢
is a w-distance. Often when proving fixed point results in metric spaces with w-distance one
finds that the condition x # y implies that p(z,y) > 0. But many examples show that if p(z,y)
is not a symmetric w-distance that this need not be true. Such an example is: X = [0, +00),
p(z,y) =y. Indeed, 1 # 0 while p(1,0) = 0. So, for many contractive conditions, symmetry of
the w-distance can be assumed. For this purpose, we introduce the following function: ¢(z,y) =
max{p(z,y),p(y,z)}. It is easily shown that it is a symmetric w-distance. The proof uses the
fact that p(z,y) is semi-continuous from below in the second variable if and only if p(y, z) it is
semi-continuous from below in the first variable. And then for the function g we have:

q (%, yn) = max{p (z,yn) ,p (Yn, )} =

> max {hm ni)n_foop (z,yn),lim ninfoop (Yn, x)} >

> max {p (z,y),p (y,x)} =
= Q(m7y> )

that is., ¢ (z,y) < liminf, 400 ¢ (z,9n), ie., ¢(z,y) is semi-continuous from below in second
variable.

In some contractive conditions where w-distance p participates instead of metric d, symmetry
of w-distance p can be assumed. Namely, using the property that from 0 <a <band 0 <c<d
follows max {a, ¢} < max {b,d}, from which yields that the w-distance p, one moves to the above
symmetric w-distance q.

The following results are natural in the framework of complete metric spaces with w-distance,
and for mapping T : X — X, the next will be assumed either T is continuous or the infimum of
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the number set
{p(z,y) +p(x,Tz): x € X} where y is not a fixed point of T, is positive.

p — Banach contraction theorem: p (Tz,Ty) < k-p(z,y),k € (0,1)

p — Kannan contraction: p (Tx,Ty) <!-[p(z,Tz)+p(y,Ty)],l € (O7 %)

p — Chatterjea contraction: p (Tz,Ty) <m- [p(z,Ty) + p(y,Tz)],m € (0, 3)

p — Reich contraction: p(Tz,Ty) < A-p(x,y)+ B-p(z,Tz)+C -p(y,Ty), A,B,C > 0 and
A+B+C<1

p — Hardy—Rogers contraction: p(Tz,Ty) < A-p(z,y)+ B -p(z,Tx)+C -p(y,Ty)+ D -
p(z,Ty)+ E-p(y,Tz),A,B,C;D,E>0and A+ B+C+D+FE<1

p — Cirié (M) p(Tz,Ty) < A1 - max {p (z,9), p(z’Tw);rp(y’Ty), p(w’Ty);p(y’Tm) } , A1 €(0,1)
p—Clirié (1) p (Tz, Ty) < Ag-max {p (z,y),p(x,Tz),p(y,Ty), W} , A2 € (0,1)
p—Cirié (1) p (T, Ty) < A3-max {p (z,y), 2oL WTY) 1y (0 Ty p(y, Ta?)} ;A3 € (0,1)

p—Ciri¢(IV)p (Tx, Ty) < A\g-max {p (z,y),p (z,Tx),p (y, Ty),p (x, Ty),p (y, Tx)}, \a€(0,1)

p — Bryant contraction: p (T"z,T"y) < r-p(z,y),r € (0,1),n € N

If (X,d) is compact metric space and if

p — Nemytzki contraction: p (Tz, Ty) < p(x,y) whenever x # y.

p — Browder contraction: p (Tz,Ty) < ¢ (p(x,y)), ¢ nondecreasing and continuous from the
right function from (0, +00) into(0, +00) such that ¢ () <t

p— Boyd-Wong contraction: p(Tz,Ty) < ¢(p(z,y)),¢ is a real function, upper semi-
continuous from the right, satisfying ¢ (¢t) < ¢ for ¢t > 0.

p — Meir-Keeler contraction: For all € > 0 there exists § > 0 such that

e <p(z,y) <e+ 4 implies p(Tz,Ty) < e

Further there are Jungck, Fisher and many other contractions.

2. p-Hardy-Rogers contraction

In section 5 of [2] the authors proved one theorem and three corollaries. In all four results,
they assume that the contraction coefficient k belongs to the set [0,1) or [0,1/2). Tt is easy to
see that this is imprecise and that the assumption must be that &k belongs to (0,1) or (0,1/2).
This is the difference obtained when, under the known contractive conditions of metric spaces,
the metric d is replaced by the w-distance p. For example, in Theorem 4 from [2], if k¥ = 0 is set,
p(Tz,T?z) = 0 is obtained. Whence it does not have to follow as with metric spaces that then
Tx = T?x because the equality p(a,b) = 0 does not necessarily follow a = b.

In this article, we will check, among other things, whether the known theorems (results)
remain valid if the metric d is replaced by the w-distance p. We are talking about results such
as Banach’s contraction principle, Kanan’s theorem, Chatterje’s, Reich’s and Hardy—Rogers’
theorems. Then the Boyd-Wong and Meir-Keeler theorems and many others.

By doing so, we would obtain generalizations of the above results because each metric is a
w-distance. One of the following sufficient conditions may be used for the existence of a fixed
point:

(i) The mapping of T' from X to X is continuous;

(ii) The number set {p(x,y) + p(x,Tz) : x € X, y € X but such that y is different from Ty}
has a positive infimum.

First, we will formulate and prove the Hardy—Rogers theorem within metric spaces with
w-distance p.

Theorem 2.1. Let (X, d,p) be a complete metric space with w-distance p, T a mapping from X to
X and let there exist non-negative constants A, B,C, D and E such that A+ B+C+D+FE < 1 and
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that for every z,y from X it holds p(Tz, Ty) < Ap (z,y)+ Bp (x,Tz)+Cp (y,Ty)+ Dp (z, Ty) +
Ep(y,Tx).

Then T has a unique fixed point say z € X such that p(z, z) = 0 if at least one of the above
conditions (i) or (ii) holds.

Proof. Let us first assume that z is a fixed point of the mapping 7" and show that then p(z, z) = 0.
Then by putting in the contractive condition z = y = Tz = Ty we get: p(x,z) < (A+ B+ C +
D+ E)p(x,x) < p(z,x) which is not possible if p(x,z) > 0. In order to show the uniqueness of a
possible fixed point of the mapping T, let us assume that there are two different fixed points of it
u and v. Using the fact that according to the already shown p(u,u) = p(v,v) = 0, then based on
that and putting = u, y = v in the contractive condition we get: p(u,v) < Ap(u,v)+ Bp(u,u)+
Cp(v,v)+ Dp(u,v)+ Ep(v,u) = Ap(u,v)+ Dp(u,v)+ Ep(v,u) i.e., (1—A—D)p(u,v) < Ep(v,u).
Similarly, we get that (1 — A — D)p(v,u) < Ep(u,v). By taking the maximum of the left and
right sides, we get (1 — A — D)q(u,v) < Eq(u,v) where ¢(a,b) = max{p(a,b),p(b,a)]. If it is
assumed that g(u,v) > 0, we get a contradiction with A+ B+ C + D + E < 1. Otherwise, from
g(u,v) = 0 and since ¢ is a symmetric w-distance, we conclude u = v.

The rest of the proof is very simialar to the one for the metric spaces. O

3. p-interpolative Kannan type contraction

In 1969, Kannan [4] proved the following fixed point theorem.

Theorem 3.1. Let f : X — X be a Kannan contraction mapping, i.e., d(fxz; fy) < k(d(z; fx)+
1
d(y; fy)) for all z;y € X and some 0 < k < 3 of a f-orbitally complete metric space. Then f

has a unique fized point.

Afterwards, T. Suzuki published a nice paper [7] in which generalized Kannan’s result in two
new ones. He introduced the concept of weakly Kannan contraction mappings and non-weakly
Kannan contraction mappings. For more details, see Section 4 and 5 in that paper.

Recently, the concept of interpolative Kannan type contraction mappings was introduced by
E. Karapinar in [5]; and he proved the following theorem:

Theorem 3.2. Let (X, d) be a complete metric space. Suppose that f : X — X is a interpolative
Kannan type contraction self-map; i.e. if there exist a constant o € (0;1) and k € [0;1) such
that either of the followings hold:

d(fx; fy) < kld(x; fx)]*[d(y; fy)]' (5)
for all x,y € X with x # fx. Then f has a unique fixed point in X.

In this section, we introduced the concept of weakly interpolative Kannan type contraction
mappings and we will prove and generalize Karapinar’s theorem in the setting of w-distances.

We know that a w-distance p is not symmetric; i.e. p(x;y) is not equal to p(y; ) in general.
So, we can define weakly interpolative Kannan type contractions as follows.

Definition 3.1. Let (X;d) be a metric space. The mapping f : X — X is said to be a weakly
interpolative Kannan type contraction or p-interpolative Kannan type contraction, if there exist
a constant o € (0;1) and k € [0;1) such that either of the followings hold for all x;y € X :

p(fz, fy) < klp (fz,2)][p (fy. )]~ %, (6)

p(fz, fy) < klp (fz,2)][p (v, fy)]' %, (7)
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p(fz, fy) <klp(z, f2)] “[p (v, fy)]'~ (8)

or

p(fz, fy) < klp (z, f2)] “[p (fy, )] 9)
If p=d then f is called interpolative Kannan type contraction [5].

The following example shows that the class of weakly interpolative Kannan type contraction
is more than interpolative Kannan type contraction.

Example 3.1. Let X = {z,y,z}. Consider the metric d and the w-distance p on X, as follows.
d(z,z) =d(y,y) = d(z,2) =0, d(z,y)=d(y z)=23,
d(z,2) =d(z,2) =1, d(y,2) =d(z,y) = 2.

pea) =p(e.2) =1 pluy) =0, p(ey) =5, pl2) =3
p(y,x) =p(z,y) =2, p(x,2)=p(z2)=14
Also, define f : X — X by f(z) = f(y) =y and f(z) = x. Then for a = % and for each

ke (%, 1) the contractions (6)—(9) are true. while these contractions are not true for d, for
each k € (0,1) and each a € (0,1). For example,

d(fx, fz) = d(y,x) = 3 > 3% > k3% = kd(y, x)*d(x, 2)* ™" = kd(fx,z)*d(fz,2)" .

Obviousely y is the fized point of f. Now define q(z,y) = max{p(z,y),p(y,x)} which is a
symmetric w-distance. Then

q(z,z) =q(y,y) =1, qly,y) =0,
Q(xay) =2, q(x, Z) =4, q(y, Z) =3.

1
and for a = 3 and for each k € (%, 1), the contractions (6) and (7) are true for q.

In the latter theorem we conclude that for proving the existence of fixed point of a self map
it sufficies to consider the symmetric w-distances. We apply the following remark for proving
this main theorem.

Remark 1. Note that if p is a symmetric w-distance, then for each x # y we have p(z,y) > 0.
Since if p(x,y) = 0, then

p(z,x) < ple,y) + ply, x) = 2p(x,y) = 0.
Therefore p(z,xz) =0 = p(x,y). So Lemma 1.1 implies x =y, a contradiction.
Therefore we have the following theorem.

Theorem 3.3. Let p be a w-distance on a complete metric space (X, d). Suppose that f : X — X
18 a weakly interpolative Kannan type contraction self-map. Then f has a fixed point x in X
such that p(z,z) = 0. In addition, if one of the equations (6)—(9) holds for all x,y € X, then x
18 unique.
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Proof. Let xy € X. Define by induction x, = f(x,_1). If for some n, x,+1 = x,, then z,, is a
fixed point of f. Otherwise if x,, 1 # x,, for each n, without loss of generality, we may assume p
is symmetric. Since otherwise we can define ¢(x,y) = max{p(x,y), p(y,x)} which is a symmetric
w-distance. Then if each of the equations (6)—(9) holds, then

p(fe. fy) < kla(fe. )] la(fy.p)]' 77,
and similarly

p(fy, fo) < kla(fy, )" la(fa,2)]' 7
Therefore for each x,y with fx # x and fy # y we have

a(fz, fy) < kla(fz, )] [a(fy. )",
a(fz, fy) < kla(fy. 9)" [a(fo,2)]) ",

Note that since ¢ is symmetric and x,, # x,+1, we have ¢(z,+1,z,) # 0. So for each n, we have

q($n+1; an) < k [q(anrl?xn)]a [q(xnyxnfl)]l_a )

or
Q(Tni1,20) < k[g(@ny1, 20))° [g(@n, 201 7

where 0 < S =1—a < 1 and so,

[a(@ns1, @))% < kla(@n @a)] "

or
[Q(xn—&-la wn)}l_,@ < k [Q(xnv xn—l)}l_,@ .

Now we will have

[@(@nrr2a)] " <K [a(@n, 2a)] " <K la(@no1,202)] "
or
[q(@ni1, 2] ™ < klg(zn, wao1)] T =
1-a
= ¥ ([l m ] )T <
< K ([Q(fﬂnq,wnfz)]l#) .
= K g(zn-1,20-2)]
Therefore by an inductive method we conclude that [q(@n41,20)]' " < ... < k™ [g(a1, o)) 7.

This implies that lim,, ¢(z,+1,2,) = 0 (since 0 < k < 1). (Note that if p is symmetric, then we
can replace ¢ with p and also, all of the statements after "or" can be omitted and the proof is
shorter.)

In the sequel, since applying "or" and working with ( is very similar to working with «, we
omitted them and we assume p is symmetric.

Now for each m,n we have

(@, ) < k[P0, @n1)]* [P(@m, 1)) " =0,

Therefore lim,, ,, p(n, Tm) = 0 and so by Lemma 1.1, {z,,} is a Cauchy sequence. Now since
(X,d) is complete, {x,} is convergent. Hence, there is z € X such that lim, z, = z. In the

- 115 —



Hossein Lakzian. .. On Weakly Contractions Via w-distances

sequel we show that x is the fixed point of f.
By contrary if = is not the fixed point of f, then by Remark 1 p(fx,z) # 0 and

p(fxv SC) g hII}’llIlfp(f.fC, ‘Tn-i-l) = hn}nlnfp(fxv fl'n) g k [p(fxv :C)]O‘ [p(xn-‘,-h ‘rn)]l_a

and so, ) .
[p(fa?,x)] - < k [p(xn-i-laxn)] - — 0.

Therefore for each € > 0, p(fz,z) < €, a contradiction. Therefore fr = z and p(z,z) =
= p(fx,x) = 0. For uniqueness, let z,y are fixed points of f. Then

p(x,y) = p(fz, fy) < kp(f, )] p(fy,v)]' " =0.

That is, p(z,y) = 0 and so by Remark 1 z = y.

4. (F,p)-contraction

Suppose that f : RT — R is a mapping satisfying the following properties.
(F1) The mapping F is strictly increasing;
(F 2) For every sequence {t,} C R*, lim, , o t, = 0 if and only if lim,,_, y o F (t,) = —oc.
(F 3) limy_,+ t*F (t) = 0 for some k € (0,1).

Definition 4.1. Let (X,d) be a metric space with a w-distance p. A mapping f : X — X is
said to be a weakly F -contraction or (F ,p)-contraction, if there exist a constant o > 0 such that

p(fx, fy) > 0 implies o+ F (p(fx, fy)) < F (p(z,y)), (1)

forallx,y € X.
If p=d then f is called F -contraction; [8].

The following example shows that the category of (f,p)-contractions are bigger than its for
F -contractions:

Example 4.1. Consider X = {x,y, 2z} with the metric d which is defined by
d(z,x) =d(y,y) = d(z,z) = 0;

d(z,y) = d(y,z) = d(z,z) = d(2,2) = d(y,2) = d(z,y) = 2.

Define f :x — X by fx = fy=x and fz =y and assume [ : RT — R satisfies in at least (F 1),
Then f is not an F -contraction. Indeed for each o > 0 we have

a+F(d(fz, fz)) =a+F(2) > F(2) = F(d(z,y)).
Now define the w-distance p with
p(z,x) =ply,y) =0; p(z,2) =1

p(z,y) =1; p(y,z) = %; p(y,z) = p(z,y) = p(x,2) = p(z,7) = 2.

then for F(r) = Ln(r) and for « = Ln2 and each of the positive cases p(fx, fz), p(fy, [z),
p(fz, fx), p(fz, fy) the contraction (1) hold. Therefore f is (I, p)-contraction.

Wardowski in [8] proved the following theorem.
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Theorem 4.1. Each F -contraction f on a complete metric space (X,d) has a unique fixed point.
Moreover, for each xg € X, the corresponding Picard sequence {f™xo} converges to that fized
point.

Then in [1] it is shown that the proof of the above theorem needs only the condition (F1).
Indeed (F ) implies that f is almost every where continous and moreover the left and right
limits exist in each a € (0,400) and lim,_ .+ F (r) = F (a™). Then two Lemmas similar as
Lemmas 1.2 and 1.3 for the metric d applied for the proof.

In the sequel we prove this theorem for (F, p)-contraction.

Theorem 4.2. Let f : X — X be a (F,p)-contraction mapping on a complete metric space
(X,d) with a w-distance p. If f is continuous, or for every w € X with w # fw, we have
inf{p(xz,w) + p(z, fx):x € X} >0, then f has a unique fixed point u € X; and every sequence
{f™xo}nen is convergent to u, for every xo € X.

Proof. As we see in Theorem 4.2, we may consider p symmetric. Then the proof is similar
to [1, Theorem 2.3] in the case where f is continuos. If f is not continous then similar to
[1, Theorem 2.3] we can show that f"xg — x and if = is not the fixed point of f, then

0 <inf{p(y,z) + p(y, fy) 1 y € X} < inf{p(zy,2) + p(Tn, Tpt1) : n € N} = 0.

Which is a contradiction. So x must be a fixed point. For uniqueness let x,y be the distinct
fixed points of f, then since we consider p as a symmetric w-distance and x # y, we have

p(fz, fy) = p(z,y) > 0 and so
a+F(p(x,y)) = a+F (p(fz, fy)) < F (p(x,y).

Which means that « < 0, a contradiction. So x is the unique fixed point of f. O
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O caabbIX COKpAaIleHUsIX Yepe3 w-PacCTOTHUS

Xocceiin Jlak3uan
DakyabTeT MaTEMaTHKN
Yuusepcuret Ilaitame Hyp

Terepan, pan

Cenurex BapooTky6
DakynbpreT BHyHIAMEHTAIBHBIX HAYK
Yuusepcurer Bomxmopa
Bomxnopa, Upan

Hukona ®abuano
NucruryT spepubix Hayk «Bunkas — Harmuonanbusiit uactutyT Pecriybinku Cepbust
Besrpascknit yausepcurer
Bearpan, Cepbus

Crosin PanenoBu4
DakyabTeT MAITHHOCTPOEHUS
Besrpajckuit yauBepcureT
Besnrpasa, Cepbus

Awnnoranusi. B 310it cTatbe MBI TPOBEPUM, OCTAIOTCSI JTU U3BECTHBIE PE3Y/IHTATHI BEPHBIME, €CJIH MET-
puKy d 3aMEHUTDb Ha w-paccrosguue p. Mbl MOKa3bIBaeM, YTO B HEKOTOPBIX YCJIOBHUSAX CXKATHUS, /1€ BMECTO
MeTPUKHU d y4acTBYeT w-PaCCTOSIHUE P, MOYKHO IIPEJIOJIOXKUTh CUMMETPHIO W-PACCTOSTHUS P, U JOKa-
3aTeIbCTBA MOTYT OBITH KOpode. MBI TOBOpMM O TaKWX pe3yJ/ibTaTaX, KakK MPUHIMI CKaTusg baHaxa,
TeopeMa Kanuana, reopembl Boitna—Bonra, Meiipa—Kuiaepa, HYarrepne, Paiixa, Xapau—Pomxkepca, Ka-
panuHapca u BapmoBckuit ¥ MHOTUX JIPYTUX.

CrenaB 9T0, MBI TTOJIy9INM OOOOIIEHNST TPUBEJIEHHBIX BBIIIE PE3YJIbTATOB.

KuroueBrie cioBa: dbukcupoBaHHasE TOYKA, W-PACCTOSHHE, P-UHTEPIOJANMOHHOE COKPAIEHHe THIIA
Kannana, p-cokpamenne Xapau—Pomxepca, (F, p)-coKpalieHue.
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Abstract. In this paper, a mathematical model of a blocky-layered medium is studied. Deformable
elastic blocks and thin elastic and viscoelastic interlayers are considered. Viscoelasticity is taken into
account to describe wave attenuation. The wave fields in a medium described by the proposed simplified
interlayer model are compared to wave fields which were obtained using the equations of the dynamic
elasticity theory for interlayers. The developed computational technology is verified for compatibility
with the experimental data.
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Introduction

The concept of a blocky structure of rock masses was proposed by M. A. Sadovskii [1, 2].
According to this concept, the geological medium can be represented as a hierarchical structure
consisting of blocks of different scales nested inside each other. The characteristic sizes of blocks
may vary from several meters to tens of kilometers. In a medium where the interlayers are
more compliant than the blocks, pendulum waves can be observed. Pendulum waves in blocky
media is well studied in both theoretical and experimental aspects. When the deformations arise
mainly in the interlayers, due to their high compliance, the blocks can be considered as rigid
bodies. Discrete periodic models with rigid blocks connected to each other by elastic springs
were represented in [3-5]. A similar but more complicated mathematical model that takes into
account the elasticity of blocks was considered in [6]. The equations of this model are written
relative to the central points of the blocks, and the accelerations of these points depend on the
elastic moduli of both the blocks and the interlayers. Wave attenuation in blocky media may
occur due to the viscoelasticity of the interlayer material. The behavior of a discrete-periodic
medium with elastic blocks and viscoelastic interlayers is quite consistent with the experimental
data [6].

A more complicated approach involves dynamic elasticity equations to describe deformations
of blocks. Blocky-layered media with sufficiently large number of blocks can be represented as

*efimov@icm.krasn.ru  https://orcid.org/0000-0003-1830-6721
fsadov@icm.krasn.ru https://orcid.org,/0000-0001-9695-0032
(© Siberian Federal University. All rights reserved
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Cosserat continuum. The analysis of wave fields propagating in blocky-layered media and the
Cosserat continuum was carried out in [7,8§].

In this paper, we study two-dimensional blocky-layered media with elastic blocks and thin
elastic and viscoelastic interlayers. A system of ordinary differential equations is used to describe
dynamics of interlayers, while the equations of the dynamic elasticity theory in partial derivatives
are used for blocks. A more consistent approach supposes to apply equations of elasticity theory
for both blocks and interlayers. However, this method computationally seems to be more difficult,
in particular due to different restrictions on the time step in blocks and interlayers. The proposed
simplified model of a blocky-layered medium retains thermodynamical compatibility inherent in
equations of elasticity theory.

We compare the numerical solutions obtained by the interlayer model described by the equa-
tions of elasticity theory and the proposed simplified model. It turns out that in a medium
with interlayers and blocks of the same material, non-physical reflections of waves occur near
the boundaries of the blocks, which indicates defectiveness of the simplified model. The nu-
merical results for a blocky medium with thin viscoelastic interlayers are in agreement with the
experimental data published in the work [6].

1. Mathematical model of a blocky-layered medium

A two-dimensional problem of the dynamics of a blocky-layered medium consisting of rect-
angular blocks is considered. Motion of each block complies with the system of equations of a
homogeneous isotropic elastic medium:

Ouvi _ do1n | Ooip Ovy _ Jo1p | Do
Poot = 0z, 9z’ Pt T or | Oz
80'11 - 61)1 a’vz 8022 - 8’01 81]2
ot a (>\ + Qu)a.ﬁ] + )\81‘2’ ot a A@xl + ()\ + Q'LL) 63:2’ (1)
0o _ (Ova , 0w
8t —# (91’1 8%2 '

The equations of longitudinal and transverse motions in the elastic interlayer between adjacent
blocks in the z; direction are written as follows:

gdof oy _ofi—on  dufiy oh-oy
dt 2 & . 2 5 @)
Aofiton _ gt dohton -
dt 2 &5 dt 2 5

similarly, along the xo axis:

p,gv§+v5:o§ra;2 p,gvﬁvf:airofz
dt 2 by dt 2 §p 3)
gogﬁai:(ﬂw,)v;w; dofyton _of —vr
dt 2 8y dt 2 dy

Here v, vo are components of the displacement velocity vector, o11, 022, 012 are components
of the stress tensor, A = p(cf, —2c%), u = pc? are Lame parameters, p is density, Cp, Cs are the
velocities of longitudinal and transverse elastic waves, respectively, strokes indicate constants for
interlayers. The interlayer thickness in both directions assumed to be the same § = §; = d2.
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Signs «+» and «—» are represent the values on the right and left boundaries of the interlayer,
respectively.

The system (1)—(3) is thermodynamically compatible. The law of conservation of energy can
be written down as the sum of the kinetic and potential energies of all blocks and interlayers,
equal to the integral of flux of the Umov—Poynting vector by time and across the boundary of
the block array consisting of ny x ny blocks [7]:

ny no h1 ho

Z Z //(gﬁkl’kz(t7x1’x2)2+Wk1’k2(t»$1,$2))dx1dx2+

ki=1ka=17 7§

ni—1 nsg ha p/ ,l—)’]fl+1,/€2(t 0 1'2) +17k1’k2(t hl 1'2) 2
+51 Z Z /<2|: s Uy 5 ) ) :| +

klzl k}2:10
1 [oftbR2 (40, 20) + o1k (8, by, 20) ]
+ /12 9 +
2p'c,
1 0]165+17k2(t30ax2)+0’1€éyk2(t7hlax2) 2 d
+ /12 XTo+
2p'c 2
ny na—1 hy p/ ﬁkl’k2+1(t 1 0)+17k1’k2(t T hg) 2
w3 3 f(G Ty g
k1=1ka=1
N 1 O'Igé’k2+1(t,l'1,0)+U§é’k2(t,$1,h2) 2+
/12 9
2p'c,
L1 oty (2, 0) + oy ™ (21, he) | e
20/’ 2 =
pPCy
ny L h2
ni, ka 0, ko
Z //(pl (ta hlaIQ) — D1 (t,o,fﬂg))dl’gdt+
k=17 0
ny tha
+ Z //<p]2617n2(t71‘13h2) —psl’o(t,$1,0)>d$1dt.
ki=1% 0

Here, ¥ = (v1,v2) is the velocity vector, p1 = 011v1+ 01202, P2 = 02202 +012v1 are the projections
of the power flux vector, W is the elastic potential:

(011 +022)2 (011 — 092)? + 4012

W =
8(A+ ) 8u

()

Thermodynamic compatibility guarantees the well-posedness of the initial-boundary value prob-
lem with the dissipative boundary conditions, under which the right-hand side of (4) is non-
negative.

We consider a boundary value problem for a blocky-layered massif with fixed boundaries
(v1 = vo = 0 along the boundaries). The numerical solution is calculated in the region
Q' =10,Lq] x [0, L1] with a uniform grid of N7 X N3 nodes. At the boundary z; = 0, at point
Tg = Timp the pressure pulse is 011 (¢, Timp) = p(¢).

The numerical algorithm for solving equations in blocks is based on the two-cyclic splitting
method with the respect to spatial coordinates. This method allows to achieve the second order
of convergence when splitted one-dimensional problems are solved by finite-difference schemes of
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at least second order [9]. Godunov scheme with limiting reconstruction of Riemann invariants is
used to solve one dimensional problems [10]. The reconstruction procedure provides second-order
approximation in monotonic sections of the solution.

Equations in the interlayers are solved using Ivanov dissipation-free scheme [11]. To eliminate
artificial scheme dissipation, it is necessary to require that the sum of the values at the upper
(indicated by the "hat" symbol) and lower time steps be equal to the sum of the values at the
left and right boundaries of the grid cell:

vt v =040, ot +o0  =6+o0.
Based on this requirement, at the "predictor" stage of the scheme we obtain the system [13]:

IT=pcwvt +0T, I" =pcwv” —0",

0 P
ey = (T =2 oo ==L (i1 2
v pcé+p’c’27( o), ot —o p’§+pCT( + pcv), (6)
IT+I7 — (ot —07)
vt v = , ot +o  =I" -1 —pc(vt —v7).

pc
Here I™ and I~ are Riemann invariants, calculated on the boundaries of neighboring blocks
separated by an interlayer, 7 is the time step and h is the space step. On the "corrector" stage
we have a system:

2
@:H%(ﬁ—a—), &=a+”;c (vt — ). (7)

This scheme can be written for independent subsystems for longitudinal and transverse waves

propagating with velocities ¢ = ¢, and ¢ = ¢, respectively. It is necessary to allocate
one-dimensional arrays in each direction for interlayers. That is, when solving splitted one-
dimensional problems, stresses and strain rates in each interlayer are calculated in only one grid
cell.

To account mechanical energy dissipation, we consider viscoelastic interlayers. Viscoelastic
interlayers are described by the Poynting-Thomson model, also known as the standard linear
solid (SLS) model. The rheological scheme of the model consists of elastic element by connected
in series with a parallel connection of a viscous element 7 and an elastic one b (Fig. 1). An array
of SLS-mechanisms connected in parallel is called a generalized standard linear solid (GSLS).
This rheological model is widely used in geophysics due to its ability to describe media with
a nearly constant quality factor over a certain frequency range. The more mechanisms in the
model, the more precisely constant quality factor can be approximated. Denoting s as the stress
on elastic element b we can write down the system of equations for the viscoelastic interlayer in
the following form:

ydvt 40T ot —o” ldot+o- wvt—v" 1(ot4+0~ st4s

Pat 2~ & 0 bdt 2 & _n<2_2)’8
ldst+s~ 1(ot+0~ st+4+s (®)
bdt 2 n( 2 2 >

For longitudinal waves, the coefficient b is equal to A + 2u and for transverse waves is equal to
1, and similarly, by is equal to A\g + 2ug or fig.

This model can be rewritten in terms of the relaxation modulus and relaxation times of
stress and strain. Relaxation times can be determined from the known quality factor using the
7-method [12]. Then we can recalculate the elastic moduli and viscosity coefficient.
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by

o

Fig. 1. Rheological scheme of the Poynting—Thomson model

Finite-difference scheme is constructed analogously to (6)—(7), but leads to a more cumber-
some form:

_ 1 _ 2bo7’ _ p’é _
o= (B(IT =T =2 — t T =— " (IT4+T -2
v v (’8( ) g 2n+b73)’ g p’(5+pCT( + pCU),
It+1I-—(ct -0~
vt v = pia U)’ ot +o =1t -1 —pc(vt —v7),
br 4n
+ - _ I-‘r_I—_ + _ =
st 2n+b7'( pelv Y ))—i_277+b7's7
) N ot —o~ R h vt —v= byt (0T 407 st 4 s
V=V1+T—(F o=0 T— = — —
5p 0TS n 2 2 ’
R bT<J++O' s++s)
S§=s5+— - ,
n 2 2

where

bot  boTpc br boT br
= —_— 1-— =14 —1-— .
SRR B ( 277+b7)’ g 77( )

2. Results of computations

The computations below were performed on a multiprocessor system with cluster architec-
ture. The software package was developed using the MPI library. Each MPI-process performs
computations on each block, which consists of smaller blocks. One can specify different interlayer
thicknesses for larger and smaller blocks, so that it is possible to simulate wave propagation in
hierarchical blocky media.

Simplification of the interlayer model leads to certain inaccuracies. Let us evaluate the
behavior of the wave field when propagating near the boundaries of blocks. We consider a
medium consisting of four identical rectangular blocks with sides of 12 and 24 m, separated by
interlayers with varying thickness. The first case considered concerns a medium with the blocks
and interlayers of the same material with properties p = p’ = 2400 kg/m?, cp = c; = 4500 m/s,

' = 2700 m/s. The load pressure at the upper boundary of the first block at point
Timp=21 m is p(t) = poH (t), where H(t) is Heaviside function. The Fig. 2 shows snapshots of
velocity fields obtained using interlayer model (2)—(3) calculated on uniform grid of Ny x Ny =
480 x 960 nodes (with A = 0.5 m). In the medium, where interlayers are modeled by the same

Ccs = C

equations as blocks, waves propagate like in a homogenous medium. As the thickness of the
interlayers increases, partial reflections of waves from the vertical layer become more and more
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Fig. 2. Snapshots of the velocity v1 in medium with blocks and interlayers made of the same
material obtained using simplified intarlayer model (2)—(3), interlayer thicknesses are § = 0.025 m
(upper left), 0.05 m (upper right), 0.1 m (bottom left), 0.2 m (bottom right)

sufficient. There are almost no reflections from the horizontal interlayer, since the wave passes
through it almost perpendicularly.

Let us consider a medium of the same configuration but with a more compliant interlayer
material: p' = 2100 kg/m?, ¢, = 2900 m/s, ¢, = 1700 m/s. In this case no visual differences
between the snapshots obtained by different interlayer models are observed (Fig. 3). To es-

20 30
X2, M

Fig. 3. Snapshots of the velocity v in medium with compliant interlayers § = 0.05 m (left) and
0.2 m (right) thick for simplified interlayer model (2)—(3) (upper) and for interlayers described
by elasticity theory equations (bottom)
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timate the error of the numerical solution U obtained with the use of a simplified interlayer
model (2)—(3), we compare it to a reference solution U, calculated for interlayers described by
elasticity theory equations. The relative error erry = ||U — U.||/||U.|| of the numerical solution
U = (v1,v2,011,022,012) was calculated using a discrete equivalent of the norm of the space

2 .2
[IU|| = sup //(PUI+U2 +W> dzq dzo,
o<e<T\| J, 2

where T’ is the time required for the longitudinal wave to reach the boundary of the computational
domain Q, W is the elastic potential (5). Also we use the norm

[|U|] = sup max|U|
o<t<T €

to calculate relative error errc.

Tab. 1 shows the relative errors depending on grid step h for a fixed interlayer thickness. The
material of the blocks for all cases has parameters p= 2400 kg/m?, cp=4500m/s, cs= 2700 m/s,
the material of the interlayers varies. Tab. 2 shows the relative errors depending on interlayer

Table 1. The relative error depending on grid step at fixed interlayer thickness § = 0.1 m

Interlayer o =p, p' = 2100 kg/m3, | p’ = 1100 kg/m?3,
material Cp = Cp, ¢ = 2900 m/s, ¢, = 1500 m/s,

parameters c=cs ¢, =1700 m/s ¢l =800 m/s

h, M 5/h erry errc erry errc erry errc

0.1 1 0.0352 | 0.272 | 0.0303 0.123 0.0231 | 0.0715
0.05 2 | 0.0483 | 0.321 | 0.0286 0.144 0.0258 | 0.0839
0.025 4 | 0.0621 | 0.348 | 0.0357 0.146 0.0309 0.115

0.0125 8 | 0.0802 | 0.350 | 0.0503 0.153 0.0475 0.131

thickness with a fixed grid. With an increase in the ratio of the interlayer thickness to the grid

Table 2. The relative error depending on interlayer thickness at fixed grid N7 x Ny = 960 x 1920
(h =0.025 m)

Interlayer o =p, p' = 2100 kg/m?3, | p’ = 1100 kg/m?,
material ¢ = Cp, ¢, = 2900 m/s, ¢, = 1500 m/s,

parameters o= cs ¢, =1700 m/s ¢, =800 m/s

o,Mm | 0/h erry errc erry errc erry errc

0.025 1 0.0195 | 0.154 | 0.0177 | 0.0756 | 0.0117 | 0.0597
0.05 2 | 0.0362 | 0.250 | 0.0211 0.108 0.0197 | 0.0704
0.1 4 | 0.0621 | 0.348 | 0.0357 0.146 0.0309 0.115
0.2 8 | 0.1035 | 0.414 | 0.0719 0.161 0.0689 0.237

step 0/h, an increase in error is observed in all cases. It is noticeable that in media with more
compliant interlayers the error is slightly lower. Therefore, the model with simplified equations for
interlayers can be used to describe blocky media with sufficiently thin and compliant interlayers.

Fig. 4 shows the distribution of the error |v; —v1¢|/|v1e| in blocky media for layers of different
thicknesses on a uniform grid N7 x Nz = 960 x 1920 (h = 0.025 m).
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Vi — Viel/Va Vi — Vie|/Vie

1.44e-01 4.00e-01
1.28e-01 3.50e-01
1.12e-01 3.00e-01
9.60e-02 2.50e-01
8.00e-02 2.00e-01
6.40e-02

4.80e-02 1.50e-01
3.20e-02 1.00e-01
1.60e-02 5.00e-02
0.00e+00 0.00e+00
6.00e-02 1.60e-01
5.25e-02 1.40e-01
4.50e-02 1.20e-01
3.75e-02 1.00e-01
3.00e-02 8.00e-02
2.25e-02 6.00e-02
1.50e-02 4.00e-02
7.50e-03 2.00e-02

10 20 30 20 0.00e+00 20 30 40 0.00e+00
X2, M Xz, M

Fig. 4. The relative error in a blocky-layered medium with interlayers § = 0.025 m (left) and
§ = 0.2 m (right) thick, interlayer material with p' = p, ¢, = ¢,, ¢; = ¢s (upper), a more

compliant interlayer material p’ = 2100 kg/m?, ¢}, = 2900 m/s, ¢, = 1700 m/s (bottom)

/
S

Verification of the mathematical model and computational technology was carried out ac-
cording to experimental data published in paper [6]. In the experiments on a biaxial stand, a
blocky-layered medium was simulated by an assembly of 36 blocks measuring 89 x 125 x 250 mm,
each made of plexiglass (p = 2040 kg/m?, ¢, = 2670 m/s). Blocks were separated by 5 mm
thick rubber interlayers with shear moduli in directions z; and zs equal to 107 /1.3 Pa and
1.35-107/1.3 Pa, respectively.

It was assumed that the shear moduli of the interlayers correspond to the state of long-term
deformation, when both elements of the rheological scheme are deformed (Fig. 1). The Poisson’s
ratio for all assembly materials was assumed to be 0.3. Fig. 5 shows the diagram of the numerical
experiment. The rod striker generated elastic waves in contact with the surface of the block.
At point 2;y,,, denoted by the red arrow in Fig. 6, the pulse impact o11(¢, Zimp) = p(t) with

100 200 300 400 500 600 700
X2, mm

Fig. 5. The numerical experiment diagram. Accelerometers a; and ay are placed in the central
points of the corresponding blocks

—126 —



Evgenii A. Efimov, Vladimir M. Sadovskii Wave Propagation in a Blocky-layered Medium. ..

duration Tj,, = 0.2 ms has the following form:

posin(mt/Timp), 0<t< Tim
pt) = ! :
0, t> Timp~

Accelerometers a1 and as were measuring accelerations w; = dv; /90t for 5 ms in the central points
of the corresponding blocks.

Figures 6-9 show the theoretical and experimental results from paper [6] in comparison with
the numerical solution of (1) and (8). The experimental dependencies of acceleration on time
are denoted by the blue dashed line, the red lines show accelerations calculated using the ap-
proach proposed in [6], the green curves correspond to the numerical solution for a medium with
elastic blocks and viscoelastic interlayers. The parameters of the SLS were obtained using the
7-method [12] assuming that quality factor @Q is nearly constant in the frequency range [100, 5000]
Hz. It was assumed that quality factors of the longitudinal and transverse waves are @, = 20
and Qs = 10, respectively. The lack of data on the material of the interlayers leaves a certain
amount of arbitrariness in the choice of parameters of the viscoelastic medium.

1200
900
600
300

OR
—300
—600
—900

0 1 2 3 4 5 t,mc

Fig. 6. Waveforms of acceleration wj, measured in the centre of block ag

900
600
300

—300
—600

0 1 2 3 4 5 t,mc
Fig. 7. Waveforms of acceleration w;, measured in the centre of block as

The results of the numerical simulation are in good agreement with experimental data. The
calculated acceleration waveform shown in Fig. 6 is almost identical to the experimental mea-
surement. In Fig. 7 one can see the difference in phase, but the qualitative behaviour of the waves
remains the same. A more observable difference can be noted in Fig. 8-9 where the experimental
high-frequency oscillations with large amplitude were not detected numerically. Most likely, this
is due to the fact that accelerations in the experiment were measured on the side surface of the
block, while the two-dimensional problem supposes measurements "inside" the thickness of the
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300
150
0
~150
—300

0 1 2 3 4 5 t,Mc

Fig. 8. Waveforms of acceleration wy, measured in the centre of block ay

150

—1
500 1 2 3 4 5 t,mc

Fig. 9. Waveforms of acceleration ws, measured in the centre of the block as

block. It would be more accurate to apply a three-dimensional model of a blocky-layered medium
with the same location of accelerometers as in the real experiment.

Conclusions

The considered simplified interlayer model reliably describes wave processes in blocky-layered
media. When blocks and interlayers are made of the same material, non-physical reflections occur
and grow as the interlayers get thicker. The solutions for the simplified interlayers model and
for the interlayers described by elasticity theory equations are compared. It is observed that
the error of the numerical solution obtained by the simplified model increases with increasing
ratio of the interlayer thickness to the grid step. The mathematical model was verified on the
experimental data published in paper [6]. The presented computations show good agreement
with the experimental measurements.

This work is supported by the Krasnoyarsk Mathematical Center and financed by the Ministry
of Science and Higher Education of the Russian Federation in the framework of the establish-

ment and development of regional Centers for Mathematics Research and Education (Agreement
no. 075-02-2024-1378).

References

[1] M.A.Sadovskii, Natural lumpiness of a rock, DAN USSR, 247(1979), no. 4, 829-831.

[2] M.A.Sadovskii, S.S.Sardarov, Coordination and similarity of the geomotions in connection
with natural jointing of rocks, DAN USSR, 250(1980), no. 4, 846-848.

[3] N.I.Aleksandrova, E.N.Sher, A.G.Chernikov, Effect of viscosity of partings in block-
hierarchical media on propagation of low-frequency pendulum waves, Journal of Mining
Science, 44(2008), no. 3, 225-234. DOI: 10.1007/s10913-008-0012-3

— 128 —



Evgenii A. Efimov, Vladimir M. Sadovskii Wave Propagation in a Blocky-layered Medium. ..

4]

5]

[6]

7]

18]

19]
[10]

[11]

[12]

[13]

N.I.Aleksandrova, E.N.Sher, Wave propagation in the 2D periodical model of a block-
structured medium. Part I: characteristics of waves under impulsive impact, Journal of
Mining Science, 46(2010), no. 6, 639-649. DOI: 10.1007,/s10913-010-0081-y

N.I.Aleksandrova, The discrete Lamb problem: Elastic lattice waves in a block medium,
Wave Motion, 51(2014), no. 5, 30-34. DOI: 10.1016/j.wavemoti.2014.02.002

V.A.Saraikin, A.G.Chernikov, E.N.Sher, Wave propagation in two-dimensional block me-
dia with viscoelastic layers (theory and experiment), Journal of Applied Mechanics and
Technical Physics, 56(2015), no. 4, 688—697. DOI: 10.1134/S0021894415040161

V.M.Sadovskii, O.V.Sadovskaya, Modeling of elastic waves in a blocky medium based on
equations of the Cosserat continuum, Wave Motion, 52(2015), 138-150.
DOI: 10.1016/j.wavemoti.2014.09.008

V.M.Sadovskii, O.V.Sadovskaya, M.A.Pokhabova, Modeling of elastic waves in a block
medium based on equations of the Cosserat continuum, Computational continuum mecha-

nics, 7(2014), 52-60.
G.I.Marchuk, Splitting methods, Moscow, Nauka, 1988 (in Russian).

A.G.Kulikovskii, N.V.Pogorelov, A.Yu.Semenov, Mathematical aspects of numerical solu-
tion of hyperbolic systems, Moscow, Fizmatlit, 2001 (in Russian).

G.V.Ivanov, Yu.M.Volchkov, I.0.Bogulskii, S.A.Anisimov, V.D.Kurguzov, Numerical solu-
tion of dynamic elastic-plastic problems of deformable solids, Novosibirsk, Sib. Univ. Izd.,
2002 (in Russian).

J.O.Blanch, J.O.Robertsson, W.W.Symes, Modeling of a constant Q: methodology and algo-
rithm for an efficient and optimally inexpensive viscoelastic technique, Geophysics, 60(1995),
176-184.

V.M.Sadovskii, O.V.Sadovskaya, Numerical algorithm based on implicit finite-difference
schemes for analysis of dynamic processes in blocky media, Russian Journal of Numeri-
cal Analysis and Mathematical Modelling, 33(2018), no. 2, 111-121.

DOI: 10.1515/rnam-2018-0010

PacnpocTpaHneHue BoJiH B 6JI0YHO-CJIOMCTOI cpeJie ¢ TOHKNMU
IPOCJIONTKaMM

EBrennii A. Edbumos

Baagumup M. CagoBckuii
WMucturyT BhIYMCIUTEILHOrO MOjeuposanuss CO PAH
Kpacuosipck, Poccuiickas Pemeparims

AHHOTaHI/IH. I/ICC.HGILyeTCH MaTeMaTHu4dYeCKad MOJeJIb OJIOYHO-CJIOUCTOM CpeJbl C TOHKUMU HpOCHOﬁKaNIH.

PaccmarpuBatorcsa nedpopmupyemble ynpyrue OJ0KH U yIpyrue NPOCIoNKu. [l ommcaHus 3aTyXaHUs

BOJIH YYHUTBIBAETCSI BSI3KOYIPYTOCTH B Ipocoiikax. [IpoBoanTcs dumcienHoe cpaBHEHNE YIPOIIEHHOM MO-

JeJIA IIPOCJIOEK C HpOC‘.J'IOIL/'IKaMI/I7 OIMNCBhIBA€MBIMHU ITIOJIHBIMU YPaBHEHUAMU TE€OPUU YIIPDYTOCTH. PeByﬂbTaTbI

YUCJIEHHOI'O MOJI€/JIMPOBaHUsA CPaABHUBAIOTCS C 9KCIIEPUMEHTAJIbHBIMU JIAHHBIMU.

KuroueBrbie cjaoBa: OJI0YHO-CIOUCTAs CPe/ia, TOHKAs IPOCJIOiiKa, BA3KOYIIPYTasi IPOCIOHKA.
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Abstract. The cell mechanical assay has emerged as a powerful approach to studying cellular behav-
ior and protein dynamics. This work presents the novel protocol that combines cell nanomechanical
assay with rapid protein expression profiling, enabling comprehensive insight into cellular responses.
The new protocol leverages advanced techniques in atomic force microscopy (AFM) to measure the me-
chanical properties of individual cells, while simultaneously utilizing a laser scanning microscopy for the
high-throughput quantification of protein expression levels. This dual-assay method allows researchers
to elucidate the relationship between cellular mechanical properties and protein dynamics, uncovering
critical insights into cellular physiology and pathophysiology. The effectiveness of the protocol was vali-
dated through experiments with cancer cells, showcasing its potential in colocalization of wnt3a ligand
molecule and actin cytoskeleton with Young’s modulus patterns of the cell. Our findings indicate that
this integrated approach not only enhances the accuracy of cellular assessments but also accelerates the
understanding of cellular mechanisms at the nanoscale. This protocol holds promise for applications in
drug development, diagnostics, and personalized medicine, offering a new lens through which we can
explore the intricate interplay between cellular mechanics and protein expression.
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Introduction

Atomic Force Microscopy (AFM) is a tool often used for studying biological structures and
processes at cellular and molecular scales. It offers the ability to image live cells at a resolution
much higher than light microscopy allows [1]. AFM is particularly significant in the analy-
sis of cell and biomechanics, where it quantifies mechanical parameters related to cytoskeleton
organization [2].

However, quantifying cell mechanics presents its own challenges. The main one is that the
cell senses external mechanical stimuli and changes its metabolic profile, which in turn changes
its mechanical properties [3]. This is a prerequisite for understanding the role of mechanosens-
ing and the cellular response expressed as changes in cell stiffness and tension. At the same
time, measuring the relationship between molecular kinetics and cell mechanics opens up new
possibilities for understanding the adaptive mechanobiological mechanisms of cells that have yet
to be fully understood [4]. Combining Laser Scanning Microscopy (LSM) with Atomic Force
Microscopy (AFM) can significantly enrich data acquisition for cell and biomaterial research.

AFM is a technique that provides high-resolution images, which allows users to view surfaces
under any aqueous conditions. It is used to study the structural and mechanical properties of a
wide range of biological matters like biomolecules, cells, and tissues. However, AFM studies are
typically limited to imaging the surface of the cell membrane [5].

On the other hand, LSM is an optical imaging technique that offers a variety of supplemental
datasets. While AFM provides valuable information from the topography mapping of a sample
surface, LSM allows the acquisition of molecular marker distributions [6]. Hence, when combined,
they can provide comprehensive information on surface structure, mechanical topography and
specific molecular distribution.

The combination also permits structural mapping of properties and enables manipulation
with molecular precision [6]. This combined mapping of immunohistochemical and topographical
properties aids in delivering more comprehensive and detailed data [7].

Previously we proved that mechanical properties of glioma cells depend on the expression of
CD44 receptors on the cell surface [8].

We verified this protocol on WNT3a and actin colocalization with nanomechanical properties
obtained by AFM.

Wnt ligands are secreted proteins which activate the wnt pathway by interaction with Frizzled
protein (Fz) and cytoplasmic low-density lipoproteins LRP 5/6 [9]. Canonical wnt3a pathway
involved in all cell and tissue processes including cell division, differentiation, malignization and
epithelial-mesenchymal transition [10-12]. Several studies are devoted to anticancer therapy
based on targeting on wnt3a protein or its receptor. The main targets are Disheveled (Dvl)
protein [13], PORCN, or miRNA assays [14].

It was shown that wnt3a has a significant impact on glioblastoma cell migration and prolifer-
ation both in vitro and in vitro. Glioblastoma cells are synthesizing Wnt3a which increases local
microglial ARG-1 and STI1 expression, followed by an upregulation of IL-10 mRNA levels, and
a decrease in IL15 gene expression. The presence of Wnt3a in microglia-glioblastoma co-cultures
increases the formation of cell membrane actin cytoskeleton accompanied by changes in migration
capability. In vivo, tumors formed from Wnt3a-stimulated glioblastoma cells presented greater
microglial infiltration and more aggressive characteristics such as growth rate than untreated
tumors [15].

In this study, we propose a fast and effective assay for conducting live cell imaging using the
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combined strengths of Atomic Force Microscopy (AFM) and Laser Scanning Microscopy (LSM).

1. Materials and methods

1.1. Cell culture assay

Glioma early-passage cell cultures BT32, BT39, BT40, BT52 established from tumor samples
described previously were used in this work [8]. The established cell cultures were cultivated until
the 80% confluency; then, the cells were removed from the flask surfaces by using 0.25% trypsin
solution (Thermo Fisher, Waltham, MA, USA) and reseeded on sterile coverslips laying in cell
culture dishes. High-glucose DMEM with 1mM sodium pyruvate and 300 mg/L L-glutamine
(Thermo Fisher, Waltham, MA, USA), 10% fetal bovine serum (FBS) (Thermo Fisher, Waltham,
MA, USA), penicillin (50 U/ml) and streptomycin (50 ug/ml) (Thermo Fisher, Waltham, MA,
USA) was used.

1.2. Atomic force microscopy

We used a Bruker BioScope Resolve microscope (Bruker, USA) for atomic force microscopy
(AFM). The probes selected for the experiments were PFQNM-LC-A-Cal and SNL-C (Bruker,
USA). Before each experiment, the probe was calibrated. The cantilever spring constant values
provided by the manufacturer were cross-checked by performing a thermal noise calibration [16]
and the calibration was performed on a solid surface. This calibration was necessary to determine
the deflection sensitivity by obtaining multiple force curves on a rigid sample, which formed the
basis for subsequent analysis. In addition, we determined the tip radius by reconstructing it, an
operation that involved imaging a rough titanium sample (Bruker, USA). Before atomic force
microscopy, the cells were fixed with 4% PFA (Sigma, USA) prepared in 1x PBS.

During Atomic Force Microscopy (AFM) scanning, measures were taken to prevent cellular
damage and ensure the generation of quality force curves. These steps included limiting the tip
velocity to 66 pm/s, setting the peak force tapping frequency at 0.5 kHz, defining the image scan
size at 100 pym, and fixing the number of samples per line and the number of lines at 256 each. The
initial force curves analysis was carried out utilizing the Derjagin, Muller, Toropov model (DMT-
model [17]). This model was crucial in analyzing sample deformation by an amount smaller than
the probe’s radius. The nanomechanical analysis was carried out using the NanoScope analysis
software (Bruker, USA), which was provided with the atomic force microscope. The subsequent
data analysis for group classifications (parametric and non-parametric statistics) was carried out
using GraphPad Prism 8 software (GraphPad Software, USA).

1.3. Immunocytochemistry (ICC)

Cells were fixed in 4% paraformaldehyde prepared on PBS for 15 min and washed 3 times for
5 min in 0.05% Tween-20 (Helicon, RF) prepared on PBS (PBS-T). The next step was membrane
permeabilization by Triton X-100 (Helicon, RF) 0.5% solution prepared on PBS for 5 min at
room temperature. Cells were blocked by incubation for 2 h with 3% Bovine Serum Albumin
(Sigma—Aldrich, USA) prepared on PBS. Cell labeling was performed by using primary antibodies
wnt3a (ServiceBio, China) and Rhodamine—Phalloidin staining (Thermo—Fisher, USA) in supply-
recommended titer in PBS for 2 h at room temperature. Alexa Fluor 488 goat anti-rabbit IgG
(H+L) (211034, Thermo—Fisher, USA) secondary antibodies were used. The labeling procedure
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was performed for 1 h at room temperature. To stain the nucleus, we added DAPI (Sigma—
Aldrich, USA) for 10 min with concentration of 300 nM in the final washing step.

1.4. Laser scanning microscopy

Laser Scanning Microscopy (LSM) was conducted using an Olympus FV1200 microscope
(Olympus, Japan). We chose a magnification setting of x60 (Olympus UPlanSAPO 60X ) and
set the scanning resolution to 1600. The coverglasses with fixed and stained cells were transferred
on a clean slide and embedded in Mowiol 4-88 solution. In order to yield comparative data on
protein expression, we ensured that all images were procured under consistent image acquisition
parameters. Additionally, these images were systematically taken in a manner such that they
encompassed the fields acquired through Atomic Force Microscopy (AFM).

1.5. Image overlaying and colocalization assay

To effectively overlay the atomic force microscopy (AFM) and laser scanning microscopy
(LSM) images, ImageJ software was used. To ensure effective overlay, the color scheme of each
AFM image was adjusted to effectively separate invalid zero values as well as the plastic substrate.
After that, the AFM image was imported into ImageJ software and manually overlaid onto the
LSM image. The Coloc2 plugin was used to calculate the colocalization of AFM and LSM data.
The median fluorescence was then colocalized to Young’s modulus.

In this study, we employed Pearson’s correlation coefficient (PCC) and Manders’ colocal-
ization coefficient (MCC) to quantitatively assess colocalization in imaging data. The PCC is
calculated using the intensities of the red (Ri) and green (Gi) channels for each pixel (i), along
with the mean intensities (R and G) of the respective channels across the entire image. The
formula for PCC is presented below:

SR~ B) x (G; — C)
V(R ~R)2 x 3,(Gi - G)?

and resulting values can range from +1, indicating a perfect linear relationship between the
fluorescence intensities of the two channels, to —1, signifying a perfect inverse relationship Man-

pPCC =

(1)

ders’ colocalization coefficient (MCC) is a valuable metric for determining the proportion of one
protein that colocalizes with another. When analyzing two probes, referred to as R and G, two
distinct MCC values are generated: M1, which represents the fraction of R found in compart-
ments that contain G, and M2, which indicates the fraction of G in compartments that contain
R. The calculations for these coefficients are as follows:
M1 is calculated as:
Ei Ri,colocal ) (2>
Zi R; 7
where (Ri,colocal = R,’) if (Gi > O) and (Ri,colocal = 0) if (Gz = O).
M2 is calculated as:
Zi Gi,colocal

2761) 3)

where (G; colocal = Gi) if (R; > 0) and (G colocal = 0) if (R; = 0).
Costes et al. [18] introduced a novel method for automatically determining the threshold value
used to identify background levels. This method involves analyzing the range of pixel values that

(M1 =

(M2 =
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yield a positive Pearson correlation coefficient (PCC). Initially, PCC is calculated for all pixels
in the image, and then it is recalculated for pixels corresponding to the next lower red and green
intensity values along the regression line. This iterative process continues until the pixel values
reach a point where the PCC falls to zero or below. The red and green intensity values at this
juncture are established as the threshold values for identifying background levels in each channel.
Only pixels with red and green intensity values exceeding their respective thresholds are classified
as having colocalized probes. The MCC is then computed as the fraction of total fluorescence
within the region of interest that is attributed to these "colocal" pixels [19].

2. Results

2.1. WNT3a intensity does not depend on cell nanomechanical
properties

Glioma early-passage cells were seeded on coverslips fixed and atomic force microscopy was
done. Following cell labeling and laser scanning microscopy colocalization analysis was performed
to investigate the relationship between nanomechanical properties of cells and local expression
of WNT3a protein and fibrillar actin in 4 cell cultures. The modified tM1, tM2 coefficients
(threshold Manders’ coefficients, MCC) and Pearson coefficient (PCC) were calculated, for which
the ImagelJ software threshold values were used.

The distribution of actin in all studied cell cultures showed significant colocalization with
Young’s modulus values. For the BT32 cell culture, Manders’ colocalization coefficients were
0.817 (tM1) and 0.6 (tM2), indicating the extent of actin fluorescence detected over Young’s
modulus (tM1) and vice versa (tM2) (Fig. 1A). However, the Pearson correlation coefficient was
relatively low at 0.01, reflected by a wide scatter in the scatterplot. This suggests a potential
nonlinear relationship between the actin fraction and Young’s modulus or a low dependency
between these values (Fig. 1B).

Similar patterns were observed in other cell cultures, characterized by high Manders’ colocal-
ization coefficients (MCC) and low Pearson correlation coefficients (PCC). For BT39, the tM1,
tM2, and PCC values were 0.99, 0.98, and 0.09, respectively; for BT52, the values were 0.98, 0.94,
and 0.15; and for BT40, the values were 0.9, 0.68, and 0.04. Colocalization images displayed a
predominance of colocalized pixels (gray) over non-colocalized pixels (red for actin and green for
nanomechanics) (Fig. 1A). Scatterplots also suggested a complex relationship between Young’s
modulus and the actin fraction (Fig. 1B).

The distribution of Wnt3a in the studied cell cultures showed considerable heterogeneity
in colocalization with Young’s modulus values. In the BT39 cell culture, tM1 and tM2 were
relatively high at 0.99 and 0.98, respectively, while the Pearson correlation coefficient (PCC)
was —0.06. About 97% of the non-zero pixels for Wnt3a overlapped with Young’s modulus values
(Fig. 1C), though the scatterplot of Wnt3a and Young’s modulus intensities was widely dispersed
(Fig. 1D).

For BT40 and BT52 cell cultures, tM1 and tM2 values were moderate: 0.81 and 0.49 for
BT40, and 0.82 and 0.56 for BT52. Similar to BT39, the PCC values for BT40 and BT52
were close to zero, at —0.05 and —0.06, respectively. The images displayed a significant number
of non-colocalized Young’s modulus regions (Fig. 2C), and the scatterplots for these cultures
also showed a broad distribution (Fig. 1D). In contrast, the BT32 cell culture exhibited weak
colocalization between Wnt3a and Young’s modulus, with tM1 at 0.07 and tM2 at 0.2.
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Fig. 1. Actin and WNT3a colocalization with Young’s modulus: A. Merged images of actin,

Young’s modulus and colocalized data; B. Merged images of wnt3a, Young’s modulus and colo-
calized data

The images revealed a large number of non-colocalized patterns for both Young’s modulus and

Wnt3a, with very few colocalized areas (Fig. 2C), further supported by the scatterplot indicating
low colocalization (Fig. 2D).

Probes with both large and small tip radii were tested.
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The sharp probe (SNL) demonstrated high indentation values in the cell, which led to
"sticking", especially on rough or soft cell areas like the nucleus (Fig. 2A). These probes are
suitable for precise analysis of rigid samples like plastic substrate or lyophilized protein sample
(Fig. 2B). Probes with a larger tip radius are generally more suitable for AFM imaging of cells
(Fig. 20).

A B

100um [
Sum [}

-1 um 100 nm -Tum ——

D E

Underexposition Normal Overexposition

k) AL

Fig. 2. The influence of the probe shape on AFM visualization: A. Cell visualized by the sharp
SNL probe; B. Cell culture plastic visualized by the sharp SNL probe; C. Cell visualized by the
probe with high tip radius; D. LSM image in grayscale with inappropriate microscope settings;
E. LSM image in grayscale with appropriate microscope settings

Properly adjusting the LSM detector sensitivity and laser power is crucial for colocalization
analysis (Fig. 2C,D). Incorrect settings can affect the PCC values due to invalid pixel intensities
caused by overexposure or underexposure. Similarly, it’s important to adjust the AFM pseudo-
color scheme to ensure sufficient contrast for visualizing the cells (Fig. 3A). This includes setting
a range for invalid/zero values and substrate data (Fig. 3B), allowing the final AFM image to
clearly distinguish invalid data from the substrate (Fig. 3C).

During AFM and LSM scanning, clusters of invalid data may be acquired. Removing this data
is essential for accurate colocalization analysis. Instead of manually drawing regions of interest
(ROI), it’s preferable to use a mask generated from the AFM image (Fig. 4A). Transferring this
ROI to the LSM image ensures that any LSM data not covered by AFM is removed (Fig. 4B).
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Fig. 3. AFM image color scheme adjustment: A. Data scaling to focus on the cell; B. Editing
the color table to visualize the data referred to cell surface; C. The resulting AFM image
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Fig. 4. LSM image editing to exclude the data not represented on AFM slide: A. The mask
done on AFM image. White color refers to the surfaces without valid AFM data; B. Initial LSM
image that have the same resolution, and the data not represented on AFM image (Green arrow,
yellow lines) and cleaned LSM image

2.2. Procedure for AFM-LSM colocalization

1. Passage the cells on sterile coverglasses, or confocal cell culture dishes (Nunc 150680 or
similar) for 1-2 days to allow the cells to recover their protein expression and synthesize
surface markers, damaged by previous disaggregation.

(Timing 1-3 d).
2. Propagate the atomic force microscopy:

a. Remove the media and fix the cells with a 4% buffered PFA solution for 15 minutes.

b. Carefully rinse the cells 3 times for 5 minutes with the warm PBS. Avoid scratching the
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cell substrate.

. Choose an appropriate probe — the sharp and stiff probes are more suitable for small

and rigid objects, and not always suitable for the cells (Fig. 2 A,B). The probes with
large tip radius are better for the cell visualization, especially when the scan size exceeds
10 um (Fig. 2 C). However, the microscopy’s effective resolution usually does not allow
to visualize small objects (less than 200 nm), so very high resolution of an AFM image
may be useless in order to AFM-LSM colocalization.

The critical step is probe calibration. To promote a reliable and valid scanning is
required to estimate the deflection sensitivity, spring constant and tip radius/tip half
angle (this depends on the model used to calculate the sample Young’s modulus).

The AFM scanning parameters should be chosen in order to promote high resolution
which must not be lower than LSM image and not damage the cell. The optimal
resolution for the 100 um AFM image is 256-512 samples//line.

It is strongly recommended to perform a Bright field or Phase contrast image of each
AFM-examined cell for the effective AFM-LSM overlaying.

(Timing 1-2 d).

. Perform antibody labeling:

a.

For an effective AFM-LSM colocalization the investigated marker must be localized on
the cell surface, or very close to it, so membrane permeabilization may not be useful.
Moreover, harsh detergents such as Triton X-100 or NP-40 may solubilize cell membrane,
membrane-associated antigens and change its mechanical properties. So, use it carefully.
The optimal detergent and the permeabilization time should be optimized for each cell
line and the investigated protein. One of the most used reagent is Triton X-100 in the
concentration of 0.05-0.1% in PBS and the incubation time is 3-5 minutes.

Carefully rinse the cells 3 times for 5 minutes with the warm PBS. Avoid scratching the
cell substrate.

Block the cells using the bovine serum albumin, 3% on PBS for 2 hours on room tem-
perature or overnight on +4. Use the moisture chamber to avoid drying the sample.

During the previous step prepare the antibody solution in desired dilution on PBS.
Avoid the freeze-thaw cycles of the antibody stock.

Carefully rinse the cells 3 times for 5 minutes with the warm PBS. Avoid scratching the
cell substrate.

Cover the sample with the antibody solution. Incubate 2 hours at room temperature or
overnight on +4. Use the moisture chamber to avoid drying the sample.

During the previous step prepare the fluorophore-conjugated antibody solution in desired
dilution on PBS. Avoid the freeze-thaw cycles of the antibody stock and light exposure
to prevent photobleaching.

. Carefully rinse the cells 3 times for 5 minutes with the warm PBS. Avoid scratching the

cell substrate.

. Cover the sample with the antibody solution. Incubate 2 hours at room temperature or

overnight on +4 away from light.
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Carefully rinse the cells 3 times for 5 minutes with the warm PBS. Avoid scratching the
cell substrate.

Stain the nucleus with DAPI or PI and actin cytoskeleton with Phalloidin-fluorophore
conjugate if necessary, away from light.

If you used coverslips as a cell substrate, transfer them on clean slides, with an addition
of 1520 ul of mounting medium. Place coverslip over the slide using tweezers. If using
an aqueous mounting medium, seal with limonene or nail polish.

(Timing 1 d).

. Examine the samples using Laser scanning microscopy. For cell visualization combined
with AFM, objectives with a magnification of more than 60x are most preferred.

a.

When doing microscopy, adjust the laser power and detector sensitivity in order to
avoid overexposed and underexposed pixels (Fig. 2D,E). Use the same image acquisition
setting to acquire comparable intensity data.

If possible use the same picture resolution (pixels/um) as the AFM resolution.
(Timing 1d).

. Set up the AFM Young’s Modulus Image Color Scheme.

a.

Adjust the image data scale to show the cell surface in detail. The data scale should
range from zero to the hardest part of the cell surface (Figure 3A).

Set up the color scheme. The color plot should include 3 regions: zero and invalid data
points; the bulk of the cell surface; and the substrate region. The bulk of the color plot
should be in a single color channel — red, green, or blue — and should not overlap with
zero or substrate data points, which should be in a different single color (Fig. 3B,C).

. Export the resulting image as a high-resolution, uncompressed .tif file.

(Timing 20-30 min).

. Overlay the AFM and LSM image using ImageJ or another raster graphics editor.

a.

Modify LSM image in order to effective overlay the AFM image — flip picture if neces-
sary, rotate and resize it.

Crop the LSM to AFM picture size and match the cell structures on both images.

Import the AFM image to ImagelJ, separate the channels by Image — Color — Make
Composite command, then split the channels by Image — Color — Split Channels
command. Save the obtained images in .tif.

. Import the prepared LSM image to ImageJ and do the same manipulations as described

in the previous step. Save the obtained images in .tif.
(Timing 24 h).

. Perform the image colocalization analysis using ImagelJ.

a.

Create a negative image mask based on the AFM image obtained on 8c step by using
Image — Adjust — Threshold command. Use the values between 0 and 1 (Fig. 4A).
This step is needed to remove all the data on the LSM image which is not covered by
AFM.
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b. Create the composite Region of Interest by Analyze — Analyze particles command.
The values of the fields "Size" and "Circularity" must be "O-Infinity" and "0.00-1.00",
respectively, parameters "Add to manager", "Include holes", "Overlay", "Composite
ROIs" must be tagged on. Other parameters are out of interest in this analysis. As a
result a bulk of regions of interest will be obtained. (Fig. 4B).

c. Transfer the ROIs obtained on the previous step to each stack of LSM images obtained
on the 8d step and delete the data in these ROIs.

d. Use Coloc2 or ColocalisationThreshold plugin to perform pixel-wise colocalization anal-
ysis.
(Timing 1 h).

3. Discussion

It was shown that S-actin and other cytoskeleton components have a significant impact on
cell rheology. However, not only cytoskeleton itself modulates cell mechanics, it always bounded
to various proteins , such as myosin and tropomyosin, which could modulate cell mechanics via
contractile forces [20], or could change actin conformation [21]. The weak Pearson correlation
between cell surface nanomechanics and actin cytoskeleton localisation may be explained by lo-
calisation of actin fibers deep inside the cell or altered contractility of actin-myosin compounds
and therefore, non-linear dependency between Young’s modulus and actin expression [22]. How-
ever, high MCC values indicate that actin cytoskeleton provides a significant impact on cell
mechanics.

Wnt3a is a target gene of regulatory RNA such as miR-491 and miR-491 that mediates
epithelial-mesenchymal transition (EMT). Additionally, miR-491 regulated the proliferation
through the Wnt/3-Catenin pathway by targeting Wnt3a [11]. Wnt3a downregulation leads
to Wnt-signaling alteration and increased sensitivity to temozolomide in vitro [23]. It was shown
that Wnt3a receptor — LRP6 protein is associated with lipid rafts [24] and signal transduction
modulated by Wnt3a is hypothesized to modulate local membrane hardness and could be an
effective nanomechanical marker for EMT. However, the results, which show varying levels of
colocalization across different cell cultures, cast doubt on this thesis.

The method used for this investigation could be used for the various implementations con-
nected to the AFM and LSM studied and used for the direct proof of physical relations between
studying protein and membrane stiff structures such as lipid rafts or cytoskeleton local complexes.

AFM is rarely used in combination with LSM. Several papers including high-resolution AFM-
LSM scanning [25], actin cytoskeleton scanning [26], cell receptor visualization [27] and SEM-LSM
scanning [28]|. However, these studies did not perform a quantitative assessment of data from one
area obtained by different methods. Moreover, hardware optical laser scanning AFM systems
are not widely used and are expensive. Our method will make it possible to effectively use data
obtained in various ways for multivariate analysis of biological systems.

Conclusion

Comparing data from different microscopy techniques can be challenging. Our ImageJ-based
method offers a fast, reliable, and free way to analyze cell surfaces captured by various imaging
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methods, both optical and non-optical. This approach enhances the versatility of the data and
enables a quantitative evaluation of specific features of interest.

This research was funded by the Russian Science Foundation (project no. 20-15-00378n).
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HoBblil npoToKoJI AJisi aHaJan3a KJIeTOYHOII HaHOMeXaHUKN
B COYETAaHUMN C OBICTPHIM OEJKOBBIM IIPOMPUINPOBAHNEM
C MOMOIIbI0 KoyioKaan3aluu narrepaoB ACM-JICM

Muwuxana E. IlImeseB

DakyJsbTeT MEIUIUHBI U €CTECTBEHHBIX HAyK JlaibHEBOCTOUHOrO (bejiepaibHOrO YHUBEPCATETa,
HanmonanbHblil HaygHBIN TIeHTp MOpckoi 6uoorun nmenn A.B. 2Kupmynckoro /IBO PAH
Butagusocrok, Poccuniickast @enepartust

Anna K. KpaBuyeHko

DaxyabTeT MEIUIUHBI U €CTECTBEHHBIX HayK JlaabHEBOCTOUHOrO drelepaJbHOro yHUBEPCUTETA
Butagusocrok, Poccuniickast @enepartust

Bamgum B. Kywmeiiko

DakyJIbTeT MEJIUIMHLI U €CTECTBEHHBIX HayK JlaibHeBOCTOUYHOrO (beiepasibHOIO YHUBEPCUTETA
HarnmonanbHelit HaydHBIH 1IeHTP MOpPCKOit 6uostoruu nmenn A.B. 2Kupmynckoro IBO PAH
Butagmsocrok, Poccuniickas Penepartust

AnHOoTanusi. ATOMHO-CUJIOBAasi MAUKPOCKOIIUsI CTAJIa OJHUM U3 KJIIOUEBBIX METOJOB M3y4YEHHSs KJIETOK
u 6esikoB. B 3T0i1 pabore mpesicTaB/ieH HOBBIM IIPOTOKOJI, KOTOPBIM codeTaeT B cebe HaAaHOMEXaHUIEeCKOe
WCCJIETOBAHNUE KJIETOK C OBICTPBIM TPOMUINPOBAHUEM IKCIIPECCUU GEJIKOB, UTO TO3BOJISIET MOJIYYUTh HO-
BBIIl MCTOYHUK JAHHBIX I (DYHIAMEHTAJIbHBIX W MPUKJIAJIHBIX WCCIEIOBAHUN B 00JACTH KJIETOIHON
6uostoruu. HOBBIN IPOTOKOJI OCHOBAH HA METONAX aTOMHO-cHiIoBON Mukpockonun (ACM) s mamepe-
HUsI MEXaHWYECKUX CBOMCTB OTHEJIBHBIX KJIETOK W JIa3epHOi ckaHupymomeii mukpockonun (JICM) mus
BBICOKOIIPOU3BOIUTEHLHOTO KOJMIECTBEHHOTO aHAJIN3a YPOBHS dKcmpeccun OeakoB. Takoil momxos mos-
BOJISIET OIEHUTb B3aUMOCBS3b MEXKJy MEXaHMYECKUMHU CBOMCTBAMHU KJIETOK M JUHAMHUKON OEJIKOB, pac-
KPbIBasl BaXKHbIE aCHEKThI (PUBUOJOTUN U TATOMUIUOJOTHN KJIETOK. JPMEKTUBHOCTD MTPOTOKOJIA OBLIA
MO TBEPKICHA SKCIIEPUMEHTAMHU C PAKOBBIMU KJIETKAMIY, IEMOHCTPHUPYSI €0 TOTEHIINAI B KOJOKAIH3AIIAN
MOJIEKYJIBI JIUTaHIa wnt3a U akTHUHA IUTOCKe eTa ¢ KapTuHamu Moyt FOura kirerku. PaspaboraHHblii
MO/IXO/T, HAl/IET CBOE NpUMeEHEHHe B pa3paboTKe JIEKAPCTB, JUATHOCTUKE 3JIOKAYECTBEHHBIX OITyXOJel u
TIEPCOHAIM3NPOBAHHON MEeIUITIHE, [Tpe/Iaras HOBBIN B3IV HA CJIOXKHOE B3aUMOJEHCTBIE MEXK/Iy MeXa-
HUKOM KJIETOK U JIOKAJIBbHOU IKCIIpeccueil 6eIKOB.

KiroueBblie cjioBa: aTOMHO-CHJIOBAs MUKPOCKOIIN, JIa3€PpHad CKaHUPYyIoad MUKPOCKOIIUA, KOJIOKAJIU-
3anud, IrJIMOMBI, wnt-CUTHAJIMHT.
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